Contribution to Multimodel Analysis and Control

Abdelkader Eil Kamel, Pierre Borne

Ecole Centrale de Lille, LAIL
1759651 Villeneuve d'Ascq Cedex
FRANCE

E-mails: [kamel, p.borne} @ec-lille fr

Abstract: The use of the multimodel approach in the
modelling, analvsis and control of non-linear complex
and/or ill-defined systems was advocated by many
researchers. This approach supposes the definition of a set
of focal models valid in a given region or domain. Different
strategies exist in the literature and are generally based on a
partitioning  of the non-linear svstem's fuli range of
operations into multiple smaller operating regimes, each of
which is associated with a locally valid model or controller.
However, most of these strategies, which suppose the
determination of these local models as well as their validity
domain, remain arbitrary and are generally fixed thanks to
certain a priori knowledge of the system. Meanwhiie, the
transition problem between the different models, which may
use either a simple commutation or a fusion technique, is
still pending,

The purpose of this paper is to propose a new approach to
derive a multimodel base allowing us to limit the number of
models m the base to four models. Besides, a fuzzy fusion
technique is presented and has the following mamn
advantages: (i) use of a fuzzy parttioning in order to
determine the validty of each model which enhances the
robustness of the solution; (ii) introduction, besides the four
extreme models. of another model, called average model,
determined as an average of the boundary models.

The theoretical study is validated bv simulation and a
robustness analysis 1s carried out under particularly severe
conditions.

Keywords: uitimodel approach, validity domain, fuzzy
fusion, Kharitonov criteria
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1. Introduction

The multimode! approach appears as a powerful
technique to deal with complex, non-linear and/or
ill-defined systems represemted using a set of
simple linear or smoothly non-linear models, each
of them allowing the generation of a partial
controller. Different approaches exist in the
Iiterature [1, 2| to cope with the two key points in
the nultimodel/multicontrol strategy: the model
basis determination and the use of partial
controllers in order to derive a global one. Hence,
it seems obvious that one of the main objects to
focus on in the multimodel/multicontrol approach
1s the model base reduction for a practical
representation of the complex system, Our aim in
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this paper is to propose a new approach to deriving
a muldtimodel base in which the number of models
be limited to four. This allows, at a practical stage,
for considering different control laws, easier- io-
evolve and -implement. Indeed, the simplicity of
the four models M; involves an easy control law
which can be implemenied in real -time, However,
another major point appears to be that of decision-
making at each time concerning the choice and the
value of model M; validity permitting to evolve the
conirol law,

2. Validity Issue

The validity issue in the multimodel approach can
be expressed as an estimation problem concerning
the relevance of each model in the model base
Hence, it is possible to consider a supervisor whose
aim is to estimate at each time the validity of each
model M, characterized by an index v; the value of
which belongs to the interval [0. 1]. The value |
means that the corresponding model M; perfectly
describes, with respect to the associated criterion.
the process at that time. On the contrary, the value 0
denotes that the model M, is fully inadequate.

The determination of these indexes appears
therefore to be of great importance. if realising
their influence on the performance of the global
confrol law.

The literature [3. 4] considers different methods
dealing with this issue and being gencrally
founded on th2 determination of the residues.

In the geometrical approach, the residues are
assimilated to the distances d; between the
models and the process. A standardised distance
d'; can for instance be defined by:

and the validity by:

Vi< 1 —dk.

In the general case, however, the model of the
process is not available. and the residues are
determined via the measured variables on the
process and compared to the estimated outputs
of the models M, It is possible for instance to
write:

ko=l 5y

where y is the output of the process while y; the
output of the model M. The validity can then be
expressed by
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where R, is g sigudardised distance given by
i R
R, =——
EI{\
Also, in order to express the validity. mor
sophisticated formulas are likely to be

considered. such as:

vi = max[vapm. 1~ R /ermoud

which permits modulating the veiocity of the
validity decrease with respect to the model
errors as iliusteated in the foliowing Figure.

In practice. it appears important o proceed on
overweighing the validity indexes in order to
get rid of perturbations induced by
“inconvenient" models over the satisfactory
ones. For instance, we can writc the new
validitv as follows:

vl = v, IT(1-v;)

1=
Once the validity indexes deternuned. the giobal
control law u to be applied to the system can be
processed by fusion of the local control iaws
derived from the models M; in the base. The
easiest way of carrving out this task is to use a
linear fusion expressed by:

. Zﬁvlui
rv;
However, this technique is a limited one and it
cannot be adopied when dealing with complex
non-linear and/or ill-defined svstems. A new
approach is then proposed in the following
Section.

3. Validity Estimation Using
Fuzzy Logic

{n this Section, we prapose the use of the fuzzy
logic as a new approach to cope with the
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validity  1ssue. Indeed. this approach will
overcome the previous lumitations and improve
the robustness of the resuits with respect to
either the definition of the residue itself or the
way of its determination.

Let us consider a process represenied by ihe
following non-linear model:

{X =f(xut)
y =g(xU)

It is possible, as we will see in Section 4. to
define four linear models, considered to be the

extreme models, in the base described by the
equations:

(% = Ax + By,
¥, =Cx
]r’ =1 o4

Besides, we define an average model in the base
serving as a reference which the exireme
models are compared with and which is defined
by:

(%, =A X, +B_u_

}"rn = C.’!Ix!ﬂ
The determination of the standardised residues
can be done by using one of the previously
explained methods. We then obtain 3
coefficients R'; and R',,,.

The validity management through fuzzy logic is
based on the following scheme:

R ' .
__’J FZ INF | DFZ——%

R

Four identical fuzzy moduli have to be realised
and derive separately the validity indexes v;. Each
of the moduli has two inputs and one output and
includes three stages:

I, The first one, FZ, is a fuzzification stage
allowing the fuzzification of the numerical
values of R' and R',. The membership
functions may be set to be triangular while
the universe of discourse has three
dimensions {f. M. F}. We can have for
instance the following description;
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The INF stage permits the validity detemunation
by applying the inference rules. Different inference
tables can be proposed via expertise. In the case of
a universe of discourse with) three dlasses {f M, F).

we can consider the following Table:
R f M F
R'n
f M f f
M F M f
F F F M

The Table expresses, for instance, the
corrclation between models M; with respect to
the average model M,. Indeed when the
validity of the average model v,, is weak (ie.
the residue R'; is high) the global validity v; is
strengthened whereas when the validity of the
average model v, is high (i.e. the residue R, is
weak) the global validity v; is weakened.

3. The defuzzification stage DFZ derives the
numerical values of the validity indexes. We
can for instance use the gravity centre method.

4. Model Base Determination

The multimodel approach is extremely
interesting when dealing with complex svstems,
hence, it is represented using a set of simpler
models each of which allowing to derive a
partial control law. Different control structures
exist in the literature [1, 3] and are generally
based on the control scheme shown on the next
page.

The process output v is considered as the input
of control models defined using the local
models in the model base (or library). The
partial control variables u; are used to derive by
fusion the global control variable u to be applied
to the process. The fusion is piloted by the
validity indexes v; associated with the partial
models and any other input vector z, bv the
internal variables, the environmental parameters
and/or expert data.

The drawback with the proposed approach is the
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Set values Ry .
D " Polynomial | Coefficients classified in an increasing
J M { Fusion power order
— ofthen . | N

Prosess . ‘E (U V) PiM a0 |a, |a, |32 |as |a,
I R o
Pa2) 80 |81 jay fay |31 |35 |ag

Control Library - S |
il (k) a, | 4 aﬁg Z} '3 la, | as il_ 6
o{ ]| . ==
J ! Pih) la, | 21|22 a; la, |35 |2
z ¥ M l

p— This property appears interesting in the stability
g i analysis of systems having constant but

uncertain  parameters, For instance. if we
Model Base or Library consider a system characterised by its classical

transfer function for which we have:

a; € F,;I b. e EE] Vi=012...n-1
use of a large set of local models, the number of
which may increase exponentiaily. Besides, the transfer function for the closed loop system
there exists no systematic method for partial verifies:
model determination, which supposes several
preliminary tests before its choice. 5
Y _ b0+b15+b2.‘3"+'--
In this Section, we propose a new strategy for Y® (ag+bg)+(a; +by)s+(az b )82 4ot
the model base construction, This strategy main
advantage is that of being systematic and of
limiting the models in the base to four or five.

The stability condition is so that the Routh criteria

4.1 Model Base Definition for Linear T- be satisfied for the following four polynornuals:
defined Systems
The stability analysis of linear continuous Py(s) = (ELO + b_Q)+ (ﬂ +by)s+lag +b5)s% + -

systems of which parameters are known via
their localisation intervals, can be carried out
through considering four particular systems {6, p : W L T
X = : ) = +bpjtrla; +hyjs+lar +byjs +---
7]. Indeed. et us consider a polynomial with 2(5) (ai A) (71 _1_)5 ('2 z)s
real coefficients in the form:

with the following supplementary information: Py(s) = (TJ " gg)+ (“_1 +by ).q y (d_z N bz)sz .
a, € E, Zl:] where a, =muna, ), and a_k = max(, ).

Considering the coefficients a, as constant, In practice, the stability analysis of a process
Kharitonov 6] demonstrated that the roots ol with uncertain and/or ill-defined parameters and
P().) had their real part strictly negative under the transfer function form:

Yay e[a_k,ak] and Yk F(s) = by +b;s+bys” +---

a, +2,5+2,8% +-- 5"
if and only if the following four polynomials

. ; ; can be carried out through the following four
have also their roots with negative real part: gh =

processes:
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N by +bs+b,s” +---
k (s) = ==
ag+a;s+a,s” 48t

. by +bys+bys? 4+
Fy(s) = ——==__ "~ —»
apt+as+a,s +--8

B b@+ﬁs+b3s3+---
F($) = == —
ag+tas+as +--8

n

_ bg+bls+b253+---
Fi(8) === g
4,+a;5+a,5" +--8

These four models, defined using the extreme
values of definition intervals of the coefficients,
wiil then be considered as the extreme models
for the process. Hence, the extreme models will
constitute the model base for the process and
have the main advantage of limiting to four
models.

Thanks to this procedure, on the one hand the
problem associated with the multiplicity of the
partial models 18 solved by limiting the library
to just four models whatever the order and the
complexity of the system, and on the other
hand, a systematic approach of their
determination is proposed.

Moreover, while looking for a multimodel
control law, it seems interesting to associate in
the previous model base. the average model
defined by:

a +a, iy
aim:; —,Ell‘ldb :b_1+b1
2 un 2
Vi=0,1,2,..,n-1

The associated transfer function is defined by:

F.(s)= bom +Fbips+ bzmsl .

7
Ao + A S +ao,s" +--8"

We can remark that this model is indeed
generally used in the mono-model control for a
process with uncertain parameters.

4.2 Model Base Definition for Non-linear
and/or Non-stationary and/or [ll-defined
Systems

In this case, the process evolution can be
described by:
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bo O +b, (™ +b,(u® +--- +b,  (u®

where () represents all kinds of variables,
uncertainties, noise or perturbations affecting
the process coefficients.

If we have the evolution domain for each
parameter under localisation intervals:

a;elaga ). bielp.b] vi=01,2 . n-1

by analogv with the linear case, we consider in
the model base the extreme models as well as
the average one.

Besides. if each coefficient 7yi(.) depends
explicitly on the state yi() = v(x), it seems
interesting to add to the base made up of the
five previous models, the locai model of which
coefficients are those defined at the set point x..

a = ai(xc)-’ bic :bi(xc)r

bo, +by S +by 5% +:

F,(s) = —
Qg +8,S+a8,8 408
when () = vi(x t,
information:

..y, with the unique

1 = 1i(x,, )< E

it is convenient to choose for F.s) the
coefficients:

Yi: +H{ic
lic = 2

hence:

aic +El: ic +i;i:

alc - = and b = =
2
Vi=0,1,2,...n-1

with

a, <a,(x,.t)<a,
and

by, <bi(x,.t.)<b,
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5. Control Law Structure

The proposed idea to be developed is a
generalisation of the LQ method over systems
with uncertainty, In this control law, the
classical gains 11 and KK are derived from the
gains |; and K; of the four extreme models. plus
the average model, when needed. weighted by
the validity indexcs v;.

The multimodel control uses the five models in
the base as follows:

1. We determine the output v, associaied with
the model M; by :

“;:i =Ax+Bu
}"i = Clxl

2. We determine the output v, associated
with the model M,, by -

X = Apx+ Bru

}r‘ﬁ‘l = mem

(O]

The state vector x; is used to generaic the
control variable u;, defined in the linear
quadratic optimisation method LQ by:

u= 1y - Kx

which supposes the use of the criteria

J= J'(yz +u2}i[

The gains |, are determined so as to cancel the
static error in position for the model M, and then
these are defined by :

= -[C(A-BK)'B}"

4. The vahdity indexes are determined using
the previously presented fuzzyv approach.
Note that a parameter "a" was purposcly
introduced in the description of the
membership functions in order to illustrate
the influence of their choice on the overall
behaviour of the system.

The validity indexes are used 1o determine the
global control law as follows;

T i v, B
F=o
The state feedback vector KK is determined by:

4
KK =3 viK,

=

The giobal counirol is then expressed by:
u=ly -KKx

6. Robustness Analysis

In order to study the robustness of the proposed
approach, let us consider a strongly unstable
non-linear non-stationary process represented
by the following model in the general form of:

x =f{x.u )= A(l)x +Bu
y= C(1)x

where the state matrices are in the controliable
form and are expressed by:

o0 1 0) (0
| , 0. . . ‘.
=0 0 1}‘51{0]-(4&; g Bji
Lal a; a,) UJ

the different parameters of the model are
supposed to be ill-defined and can be expressed
by the following relations:
a=-3+3q-@tqq
= -1 -2q-q

ai;= ]+Q|

C1= Qi Ge-2Gi - 1-21 g
Co= 1-2q1 Qs T2
the coefficients q; , g and qa are supposed to be
bounded by:
~0.1< q;<0.
—0.1< qu<0.1
~I< <l

We can for instance choose the following
expressions:
¢;=0.1sin (10t)
q>=0.1sin (10t+0.05)
qz=0.Lsin {10t+0.01)

In order to derive the four extreme models to
consider in the model base. we use the results
presented at Section 4. We obtain:
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0 1 0)
A =0 0 1 Ii Cesile, v, 3
da, a—z a |
01 0) , .
A,=[0 0 1 Ci=is 6, 2}
A Wy
01 0 e e
L) L =1{C )
A,={0 0 =l o« 2)
\3: & i}
o 1 ¢ - \
IO o 11 Cflt‘("_{ ] 2}"

N

A, =
a, a, a,

hir

where the upper and lower arrow notations
designate, respectively the maximum (max) and
minimum  (min)  values of the ill-defined
parameters.

If we consider the transfer functions to be
associated with these models in the classical
form, with a numerator and a denominator using
the Laplace transformation, we obtain the
numerical values of the coefficients in these
transfer functions, as follows:

a=-279. a,=-07;, a, =11

a, =-319; a,=-13. a,=09;

b =-095. b, =1.02:

b, =-1.039. b,=07;

Besides, we propose that the average model is
included in the model base. It is expressed as an
average of the four extreme models. We then
have:

0 1 0) 0

,
|
AzOOJBl{) e B
] T

1

At this fevel it is interesting to have an idea of
the dvnamical behaviour of the extreme models.
The poles determination shows that the four
models are unstable and that their instability is
in an oscillatorv form. Besides, the four transfer
functions have a non-minimal phase angle.

The simulation results give accurate information
about the robustness of the proposed approach.
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As we can notice in the previous Figure, which
represents the evolution of both the output v(t)
and the control variable u(t) for a parameter in
the membership function fixed at a=0.5. despite
some  important  variations in  terms
characterising the output vector via the matrix
C. the output is practicaily stabilised in almost 5
seconds.
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It is interesting, at this stage, to study the
influence of the parameter "a" appearing in the
membership functions.
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We can remark that when a=0.9. the process



presents a slower dynamics, however the non-
minimal phase angle is attenuated. It would be
interesting, in further development of this
approach, to search for the optimal membership
functions and to study the influence of the
different techniques of fuzzification and
defuzzification.

Besides, the previous simulation results do not
take into account the average model in the base.
In fact, this model can serve as a reference
model to the other four models in the base
which enter comparison.

Hence, we can notice that with the introduction
of the average model, the dynamical behaviour
of the process gets slightly better.

7. Pole Assignment Strategy

In this Section we propose, for the multimodel
control, the application of a pole assignment
strategy based on the use of the same fuzzy
fusion with the five models in the base. The
interest of this strategy resides in the form of the
four models in the base which can be derived
directly in a controllable form. Besides. a new
theorem on the stability of multimodel control
has been proposed [8] and is based on this
control strategy.

In order to carry out this control strategy, let us
propose a five -order process represented by the
following state space model:

0
o 1 0 0 0
0
o o 1 0 0
A=l 0 0 0 1 0 B=(0
o 0 0 0 1 0
—an —a; -—aj —4a5 —a4 1

The parameters a; vary within the limits
presented in the Table.
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Baverage | HA min | max

—a, |12 |os 07| 17

-a; {-0.3 02 {0501

—ay 1 0.1 ] 09 ] 11

As concerns the output vector C, first we
choose C=[1 000 0] then C=[1 111 1]. The
extreme models are then derived and can be
expressed by:

0 0 0 0 1

*".170 —31_1 —a2 —Aa3 —a4

Ay={ 0 0 0 1 0

—ag

—-a; —a; —a

1

3 T34

The state matrix of the

average model is

determined as the average of the coefficients of
the previous four models and is expressed by:
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A polc analysis shows that the four models in the
base plus the average model are unstable. Morcover
by choosing the outpmt matrix C=[1 1 1 1 1] we
infroduce unstable zeros with a strong imaginary part.

Even though this illustrative example may not have a
physical reality, it was deliberately introduced in
order to test the efficiency of the proposed approach
under extremely severe conditions.

The principle underlying the pole assignment
control law is the following: determine for each
partial model in the model base a feedback gain
such that the poles of each model are assigned
identically to:

Poles = [-3. -0.7. 0.6, -0.55. -0.3]
These new poles are determined by looking out to
the average natural dvnamics of the process [8].

The simulation results in both cases for the
output vector are as follows:

D 2
Indicial Response

\
i

vl

Time (s}

B ——

v 50 10 15 20 25 30 35
Pole assignment for
C=[10000); Aap = Aa, = 0.1

12 .
+ Indcial Responsa
I

/

Time ( 5)
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We can remark that a good stabilisation of the
system can be obtained. However, a bad choice
of the new dynamics of the closed loop svstem
can drive an unstable behaviour.

It may appear interesting now to get an idea
about the contribution of each model to the
global control law. Indeed. the following
simulation result shows the evolution of the
control variable for each partial model including
the average model. We have:

Time ( s}

10 20 30

8. Conclusion

This paper presented different new results: the
introduction of a sysiematic method for validity
determination when dealing with a multimodel
approach. Based on the fuzzy logic and using
the fusion technique, this method consists in an
extension of the classical definition of residue
and then of the validity especially adapted to the
multimodel approach. Besides. a systematic
method was proposed for model base generation
whatever the order and the complexity of the
process of which main advantage was the
limitation to four, five or six models. Moreover,
drawing up of a control law using the LQ
technique was proposed in this context using the
fusion techmique weighted by the wvalidity
indexes. The pole assignment control was also
considered under extremely severe conditions
for the svstem and for deriving good results.
The model base was enriched by an average
model thought to be a reference model which
the other four models were compared with. It is
interesting to note that this strategy grants
higher robustness to the resuits even in largely
complex and ill-defined systems.
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