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Abstract. The paper presents an abduction framework using a
single inference procedure (abduction) for implementing
various modules of an intelligent decision system for
scheduling,

1. Introduction

There is a great deal of scope for the
development of packages mcant to provide
support for decisions by more or less traditional
(in comparison with Al techniques) data
processing techniques. To be able to provide a
comprehensive range of such packages and to
integrate them into office automation systems is
not a trivial venture. These packages could be
improved by more user-friendly interfaces, and
comprehensive user guidance facilities. A lot
could be done along these lines without having
to do with controversial and misunderstood Al
techniques, and the results might then be
marketed as expert systems.

2. What is IDSS

Historically,  researchers have developed
systems capable to support decision -making in
managerial and organizational matters |[1].
Such systems, called decision suppert systems
(DSS). typically consist of software for
databases, model base and user interface
management.

Early decision support systems were computer
systems that used decision rules and models
coupled with databases to help decision -
makers solve semi-structured and unstructured
problems [20]. Keen's definition of a DSS is
that of an interactive computer-based aid
designed to assist managers in complex tasks
requiring human judgment [6].

French and Liang viewed a decision support
svstem as " a computer-based system which
helps decision makers form and explore the
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implications of their judgements and hence to
make a decision based upon
understanding."[24]

There where the decision- making process
depends on the user's initiative. passive forms
of decision support are offered by decision
supporl  systems as mere computerized
assistants. An alternative point of view,
expressed by Manheim and Mili |13], suggests
active involvement of a DSS in the decision -
making process. Manheim [14] defined IDSS
"as an active system operating almost
independent of explicit direction from the users
to provide support that the user finds helpful.”
Such active involvement is especially needed in
complex decision -making environments.

Improved techniques current in computer
system development and in  Artificial
Intclligence (Al) make it feasible to implement
active intelligent decision support systems
(IDSS). Distributed  artificial  intelligence
techniques, the principles of co-operative
distributed problem- solving [11. 20] and
cognitive modelling [12] can play a major part
in the implementation of intelligent systems.

Menzies [15] defines IDSS as model-based
software systcms that support management
comfort in  vague domains, The main
requirements for such a svstem are the ability:

o  tovalidate models;

¢ 1o perform inference over those models using
assumptions;

¢ (0 manage mutually exclusive assumptions in
separate worlds;

e 1o support domain -specific criteria for finding
the best worlds.

He found that a single inference procedure
(abduction) satisfied all these requirements.
According to this definition an IDSS must
manage the totality of -assumptions of a
problem.
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The goal of a DSS is management comfort, i.e.
a subjective impression that all the problems
are known and at hand. More specifically.
managers need to identify and solve problems,

Finding Problems

Comfort Solving Problems

then to install some monitoring routine to
check that the fix works. A taxonomy of tasks
used in the process is shown in Figure 1.

Detection

Diagnosis

Alternative Generation

Alternative Evaluation

Alternative Selection

Resolution

Monitoring

Figure 1. Components of Management Comfort (according to Menzies)

The process of generating and selecting
alternatives is the crux matter of most of the
decision processes |2].

In a typical business situation, this process
occurs in domains containing much guess
work. Such vague domains [16] are:

e Poorly measure: ie. known data from that
domain are insufficient to confirm or deny that
some inferred state is valid,

e Hypothetical: ie. the domain lacks an authority
that can declare knowledge to be "right" or
Ilwmng“

e Indeterminate: i¢. inferencing over a knowledge
basc ocould generate numerous, muiually
exclusive, outcomes.

Two properties can be found for the models

developed for vague domains.

1. Inference requires that guesses or
assumptions are made and mutually
exclusive assumptions are managed
separately.

2. Since vague domains lack an authority,
their models may be highly inaccurate.
Modelling in vague domains, therefore,
requires a validation engine that should not
be based on internal syntactic criteria [17].

296

Menzies believes that abduction provides a
comprehensive picture for the declarative
knowledge base systems inference. Further,
abduction could model certain interesting
features of human cognition [18].

In the following abduction as a framework for
IDSS will be presented.

3. What is Abduction

It was philosopher Pierce who first introduced
the notation of abduction. In [19] he identified
three distinguished forms of reasoning;

Deduction, an analytic process based
on the application of general rules to
particular cases, with the inference of
a result.

Induction, svnthetic reasoning which
infers the rule from the case and the
result. Abduction, another form of
synthetic inference, but of the case
from a rule and a result.

Peirce further characterized abduction as the
“probational adoption of a hypothesis” as an
explanation for the observed facts (results),
according to known laws. “It is however a weak
kind of inference, because we cannot say that
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we believe in the truth of explanation, but only
that it may be true”[19].

According to Levesque [10]: Given a, B, and
the rule R : o }— B, then deduction uses the
rule and its preconditions to reach a conclusion
(a A R= P). induction is learning R, after
knowing numerous examples of o and B;
abduction is using the postcondition and the
rule to assume that the precondition could be
true (B A R= ),

According to Toni [23] abduction consists of
computing explanations for observations. This
is a form of non-monotonic reasoning, because
explanations which are consistent with one
state of a knowledge base may become
inconsistent with new information. The
existence of multiple explanations is a general
characteristic of abductive reasoning, and the
selection of “preferred” explanations is an
important problem.

For IDSS purpose, Toni's explanation is the
most intuitive.

Abduction in Logic

Given a set of sentences T (a theory
presentation), and a sentence G (an
observation), at a first approximation. the
abductive task can be characterized as a
problem of finding a set of sentences A
(abductive explanation for G) such that :

() TuAkG,

(2) T w A is consistent.

This  characterization of abduction is
independent of the language in which T, G and
A have been formulated. The logical
implication sign = in (1) can alternatively be
replaced by a deduction operator — .

Abduction can be restricted through integrity
constraints. Integrity constraints can be used to
represent desired properties of a problem.
Given a set of integrity constraints, 1. the
second condition (2) of the semantic definition
of abduction, can be replaced by:

(2) T w A satisfies |

Abductive Framework

In the sequel an abductive framework will be
defined as a triplet < 7, 4, 7 >, where T is a
theory, 4 is a set of assumptions |15] or a set
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of abducible predicates [23] and 7 is a set of
integrity constraints. The abductive framework
was presented in [3].

There are several ways of defining what does it
mean for a knowledge base KB ( T w A in our
case ) to satisfy an integrity constraint ¢ (in our
framework ¢ € I ). The consistency view
requires that:

KB satisfies ¢ iff KB o ¢ is
consistent.

Alternatively, the theoremhood view requires
that:

KB satisfies ¢ iff KB = ¢.

These definitions have been proposed for the
case when the theory is a logic program P
written by Kowalski and Sadri [22] and Lloyd
and Topor [9] respectively, where KB is the
Clark completion of P [15].

A different view of the integrity constraints [5,
8, 21] looks upon these as epistemic or
metalevel statements about the content of
database. In this case the integrity constraints
are understood as statements at a level other
than that of the statements in the knowledge
base.

Knowledge Assimilation

Abduction takes place in the context of
acquiring new knowledge (information. beliefs
or data) for a theory (or knowledge basc). There
are four possible deductive relationships
between the current knowledge base (KB), the
new information, and the emerging KB [7].

1. The new information is already deducible
from the current KB. The new KB,
consequently. is identical to the current
one.

2. The current KB = KB; v KB, can be
decomposed into two parts. One part KB,
together with the new information can be
used to deduce the other part KB,. The new
KB is KB, together with the new
information,

Ly

The new information violates the integrity
of the current KB. Integrity can be restored
by modifying or rejecling one or more of
the  assumptions which lead to
contradiction.
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4. The new information is independent of the
current KB. The new KB is obtained by
adding the new information to the current
KB.

4. Production Scheduling
Algorithm Using Abduction

The basic decision in a production system is the
way how processing is managed, that is the way
the resource capacities are operated over the
next period of time. The operating mode is
decided by the scheduling. The scheme of a
simplified production system is shown in Figure 2.

In Figure 2 the (controllable) active elements
are; tankl, tank? and tank3. These tanks
function in accordance with the manufacturing
(processing) recipes which are inspired by the
proportion between the input and output
materials in a tank under normal operation; one

" e
"
Tank

_-R-l;;‘- Stock
2 2

Res Stock Tank
3 3 2

of these materials is considered to be the main
one, usually characteristic of the functioning of
all tanks. The tanks are connected (through
links) with the other system elements through
stocking capacities : stockl, stock2, stock3,
stock4 and stock3. The connection with the
cnvironment, external to the production system,
is performed by the resources (resl. res? and
res3) which are stock supply materials, and bv
consumers { consl and cons2 ) which are
delivered final products.

The principle underlying this scheme is the
flow of the materials along the right tracks, in
quantities established by the functioning of the
tanks. From the point of view of the decision on
the functioning conditions, this makes the
scheduling.

The conceptual graph of the production scheme
shown in Figure 2 is given in Figure 3.

Cons
1
b
Stock Tank
4 3 =]

Figure 2. Production System

Resl + Stock1

Consl

Res3 —<+—— Stock3 Tank2

Res? —a—— Stock2 _ + +

Stockd—————Tank3 —— Stock5 — Cons2

Figure 3. Conceptual Graph of Scheduling

Input nodes are : IN = {Resl, Res2, Res3}
Output nodes are : OUT = {cConsl, Cons2}

Relation :
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e T+ Odenotes that O being UP or DOWN it
could be explained by I being UP or DOWN
respectively,

e | — O denotes that O being UP or DOWN it
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could be explained by I being DOWN or UP
respectively.

Each node of that graph can take the value UP,
DOWN. or STEADY. The conjunction of an /P
and DOWN can explain a STEADY.

The production scheduling algorithm has been
developed in three steps

1. Starting from the final products demanded bv
consumers  consl and cons2 the program
establishes the values for the functioning of
tanks. Can all component tanks function at a
nominal value ?

If YES | the set of nominal values will be -
Vn: { Vn,l - \[11,2 . Vn,3 }

If NO . for those tanks that cannot
function, new nominal values are
calculated; for instance in case of non-
functioning of tank1 we will have : V,, = ={
Vai™, Va2, Vs } and the deviation from
the nominal value will be : AT; = || Vs -
V cale ”

2. Stocking capacities will be needed in order to
find the nominal values for cach tank. Can all
component stocking capacities function at a
nominal value ?

If YES . the set of nominal values will be -
Se=f 801,822, Saz, Sue, Sus
If NO . for unfeasible stocks, a new
nominal value is calculated; for instance in
case of unfeasibility of stock4 we will have
Sn:{ Sn,] :Su,l s Sn,3 5 Sn,dcalc s Su,S}and Lhe
deviation from the nominal value will be -
ASy= |]8,4-S..2 ||

3. The new nominal values for ianks and stocks
help calculate the feasibility of the whole
systen. 1s it done?

If YES , the user selects the criteria on the
basis of which alternatives to scheduling
are generated.

If NO, A assumptions on the system
feasibility are added and together with the
I domain theory they will develop
alternatives to scheduling. The mutually
exclusive assumptions will be managed in
separate worlds, For each world there will
be user selected criteria based on which
alternatives to the production scheduling
are generated.

For instance, the author considers unfeasible

tank1 with the value

* DOWN than the base controversial assumptions
for rankIDown are : input tankl UP or output
tankl DOWN, i.e.
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Al = {stock1UP,  stock2UP,
stock4DOWN 3
A2 = { stocklUP, stock2Steady,
stock4DOWN }
A3 = { stocklSteady, stock2UP,
stock4DOWN 1}

e UP than the base controversial assumptions for
tank!Up are : inputs tankl DOWN or ouiput
tank! UP, ie.

Al = {stocklDOWN, stock2DOWN,

stock4UP }

A2 = { stocklDOWN, stock2Steady,
stockdUP }

A3 = { stock]Steady, stock2DOWN,
stock4UP }

The system feasibility will be managed in
separate worlds. The worlds of this example for
tank1DOWN are :

W1 = { resl, res2. res3, stock1UP, stock2UP,

stock3STEADY, tank1DOWN,
tank2STEADY, stock4DOWN,
tank3STEADY,  stockSSTEADY,
consl, cons? }

W2 = { resl, res2, res3, stock 1UP,
stock2STEADY, stock3 STEADY,
tank IDOWN, tank2STEADY,

stock$DOWN,  tank3STEADY,
stockSSTEADY, consl, cons2 }

W3 = { resl, res2, res3, stock ISTEADY,
stock2UP, stock3STEADY,
tank 1DOWN, tank2STEADY,
stock4DOWN, tank3STEADY,

stock5STEADY, consl, cons2 }

The preferred world is selected according to the
user's criteria,

The production management decision provides
alternatives to functioning under various
conditions when the computed values are not
feasible (it leads to a violation of the
functioning of tanks and stocking capacities).

4. Conclusion

A single inference procedure (abduction) can
support many of the modules required for
planning and scheduling in intelligent decision
support systems. Abduction can execute in
vague and conflicting domains (which, we
know, occur very frequently in DSS). We have
proposed the use of abduction as a framework
for IDSS.
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