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Abstract: This paper considers recurrent neural networks
with one hidden layer. The recurrence is realized in the
hidden layer by imner connections. These neural structures
are very suitable for dynamic process neurocontrol. The
paper presents an algorithm from evolutionary computation
for evolving the parameters and structure of these neural
networks.  Also, by way of example, a simulation
application in forecasting, based on time-series of a
dynamic process 1s presented.
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1. Introduction

Neural networks with one hidden layer are good
approximators for continuous functions even
when these functions are of a classification type.
In the following, focus will be on these neural
networks, but will also include the recurrence on
the hidden layer by inner connections, when
these networks are also called dynamical
recurrent neural networks [Sudharsanan and
Sundareshan. 1990] and the recurrence is called
radical recurrence [McDonnell and Waagen,
1994].

The aim is to evolve a recurrent neural network
for a given application as regards both the
parametric and structural learning (that is. the
value of weights and appropriate topology of
nodes and links).

The induction algorithm uses evolutionary
programming techniques as a component of
general evolutionary computation, which, to
facilitate a good degree of generalisation, works
in two phases. First, the weights and hidden
structure are evolved - this continues until the
output error falls below a given threshold.
Second. the input mutations are evolved.

Recurrent neural networks are more powerful
than feedforward nets and their use is very
appropriate for simulation of dynamic systems.
A dynamic system is one of the form y=f(y..,,
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Vi 5YiukeX) Where y, and x, are the output and
the input at time t. Recurrent neural networks
are also very appropriate when the input vector
includes groups of components specified at
several consecutive periods, t, t-1,t-2,..., t-k, as
often occurs in time-series forecasting scenarios
[McDonnell and Waagen, 1994].

2. Recurrent Neural Network
Structures

The neural network structures considered in this
paper are the so-called (1+1/2)-layer neural
networks with one hidden layer. (The hidden
layer makes use of a sigmoid activation
function, while the activation function in the
output layer is the linear identity function
f{x)=x). These structures are good universal
approximators  for nonlinear  continuous
functions [Cybenko, 1989] [Funahashi , 1989].

To make them suitable for dynamic systems, the
paper considers such structures enhanced with
recurrence in the hidden layer, as shown in
Figure 1.

The dynamics of this architecture is described
by the following equations [Karakasoglu et al,

1993]:

Z=—-z+ro(z)+wx

Yi=We (1)

On the attainment of the steady-state, when z
becomes z’ these conditions are of the form:

z =ro(z’)+wx and

y=Wz (2)
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or equivalently

F
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L = Z’"ﬂaf (z,)+ Z Wi
i=] i=1

Figure 1. (1+1/2)-Layer Recurrent Neural Network
Structure with Recurrence on Hidden Layer

h
Ve=2 W,z (3)
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3. Recurrent Neural Network

Induction By  Evolutionary
Computations
An evolutionary programming algorithm - in

essence a systematic multi-agent stochastic
search - is used for training and evolving the
recurrent neural networks [McDonnell and
Waagen, 1994]. Using the argument that the
mutation operator is the most suitable for a
structure and parametric evolution [Angeline et
al, 1994] - though at present there are also
implemented genetic algorithms [Thierens,
1996] and combined techniques of genetic
algorithms, evolution strategies and evolutionary
programming [Yang and Kao, 1996] just
emerged - an evolutionary programming (EP),
that is a form of evolutionary computation to
network induction, is considered. This algorithm
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simultaneously — performs recurrent neural

network learning by parameter mutations and, if

desired, also a structure evolving by node and

link mutations, finally geting an irrelevant
feature discarded for classification
applications.

The structure mutations alter the
number of structure components in
the parent networks. They consist in
deletions and introductions of nodes
and links in input and hidden layers
and must proceed on in order -
deletions, introductions - on a
uniform  distribution  basis. This
order is imposed by the necessity of
having no network with zero
components in a propagating cycle.

The number of deletions and
introductions can vary uniformly
over a shrinking interval based on
the parent network’s fitness. In the
experiments below, the maximum

number of nodes deleted and added
was three and the minimum was one.

Also o was considered as being
equal to 1.

n

To maintain the generalisation
capability, the input mutations were
executed in the final part of learning,
once the output error function
reached a small value (in the quoted
example, this being three times the final output
error).

The order of parametric and structure (topelogy)
mutations was the following: weight mutations;
node deletion mutations; link deletion
mutations;: node introduction mutations; link
introduction mutations. After all structure
mutations, in every cycle a compatibility
structure examination has been performed to
avoid the situation when there is no path
between input and output.

During execution the following variants can be
selected via a menu: only parameter mutations;
parameter and structure mutations  with
irrelevant feature discarding; parameter and
structure mutations without irrelevant feature
discarding. More than that, all the three variants
can be executed with or without recurrence on
the hidden layer.

The search population consisted of 10 parents,
each generating a single offspring by mutations.
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4, Simulation Results

Relevant areas where recurrent neural networks
seem to be very promising for modelling and
simulation will include: neuroidentification,
neurocontrol.  diagnosis and  forecasting.
Actually, all these are problems of pattern
recognition. In neuroidentification, nonlinear
dynamic systems could be identified by means
of recurrent neural networks. In neurocontrol, it
starts on with a model including a neural
network which describes the system or plant to
be controlled. The problem is to adapt a second
network, the action network. which looks upon
the output of the respective system as an input,
and gives to the output the desired control
[Werbos 1990]. As regards diagnosis. it is also a
problem of pattern recognition {(and the
treatment is as with a problem of neurocontrol).

About forecasting. statisticians say that this is
something equivalent to identifying dynamic
systems, like the problem of estimating
stochastic time-series models. Forecasting is the
rational prediction of future events based on
information about past and current events. The
process is very similar to modelling, where the
outcome of an unknown variable is predicted
from the known or controllable variables.

Simulation data from a dynamical process seem
to be very useful. In general, three types of
forecasts are produced:

s short-term forecasts;
e medium-term forecasts;

e long-term forecasts

All the three types of forecasts have been
successfully used in economy. In general,
forecasting the behaviour of a given system
follows two distinct approaches [Refenes et al,
1993]:

The first and most important approach depends
on the exact knowledge of the laws underlying a
given phenomenon. When this knowledge is
expressed in terms of precise equations, it is
possible to predict the behaviour of the system
once the initial conditions are fully specified.

The second prediction method for relies on
discovering strong empirical regularities in
system’s observations. With this approach a
problem will be that regularities are not always
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obvious and are often masked by noise. A
common method for identifying regularities
within a by noise contaminated time-series is
windowing, where the basic idea is to use two
windows W' and W° of fixed sizes n and m,
respectively to look into the dataset, as shown in
Figure 2.

Valud

m

w H__/"\/

time

Figure 2. Windowing - Looking for Hidden
Correlation and Regularities in Time-Series

In case of a neural network , W' W° can be
used as a training vector. Both windows are
shifted along the time- series using a fixed step
size s.

There exist two types of forecasting [Refenes,
1993]:

e multi-step prediction

e single-step prediction

Multi-step prediction is used for long-term
forecasting, aiming to identify general trends
and major turning points. The prediction is fed
back to the network in order to forecast the next
period. Using a mapping neural network with a
generalization ability, this helps us simulate
variants in the future of the analysed system by
altering some input parameters.

In fact, if referring diagnosis and treatment,
diagnosis is also a problem of pattern
recognition and ftreatment is a problem of
neurocontrol.

As process evolution prediction is a mapping
and not a classification, input node mutations
have been avoided. Data used had the following
characteristics: n=5 m=1,s=1, T = size of
the training set = 60, and represent the dynamic
process of displacements from a hydraulic
power barrage.
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Table 1. Simulation Results

Execution Final hidden Links Generalization | Execution time %
Variant node number | removed % degree
Evolution of 5 80 100
Parameters only
Evolution of 3 88 400
both Parameters
and Structures

The results are presented in Table 1 where the
maximum number of hidden nodes was 5, the
network was considered with recurrence on the
hidden layer and the number of cycles for every
pattern on the hidden layer up to steady-state
was considered as 3.

Table 1 reveals that the learning time was four
times longer when evolving both parameter and
structure if compared with when evolving only
parameters, but the degree of generalization in
predicting the next output was higher.

5. Conclusions

Evolutionary programming is a systematic
multi-agent stochastic search.  Simultaneous
mutations of parameters and structure based on
fitness allows that the algorithm discovers
appropriate networks quickly. The fitness
measure was a cost function given by the
minimum square error function. Other criteria
could also be introduced, including a minimum
number of hidden nodes or links as well as
constraints on generalization. Dynamical
recurrent neural networks are very appropriate
in time-series modelling for forecasting and
prediction and, hence, for dynamical processes.
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