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Abstract:  Adapuve interfaces wie tools  that combine
taditional simulation and ntelhgent methods  thereby
enhancing the capabihiies  of simulation systems. — An
integrated set ol compatible telligent wols is a good
voal for these environments. and  the use  of quahtative
knowledge mereases i simulation  applications
Adaptive mlerfaces present the results of simulation also 1o
the users who are not so closely mvolved i simulation
practices and methods. Flypermedia shows a good promise
m both user interfaces and documentation
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1. Introduction

Modern simulation systems are combinations
of  numeric and symbolic computation and
hybrid systems as shown in Figure 1 are
repeatedly met [13]. In such a system the
exchange of data between different parts is
difficult,  although  necessary.  Coupling
simulation software with software components
of different nature, however, is unavoidable in
real applications, and therefore the exchange of
data should be ensured.
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Adaptive interfaces are one solution for this
problem, because they are combining adaptive
and intelligent methods with  traditional
computer simulation. Artificial Intelligence (Al)
has concentrated on building reasoning and
problem -solving mechanisms which correspond
to human way of doing those things. Simulation
is an attempt to study and understand the
operation of real physical systems by running
computer models of these systems. Artificial
intelligence is working at symbolic level,
and simulation at  numeric level. Recently,
progress in soft computing (or computational
intelligence) has provided many methodologies
for solving these problems. Actually, soft
computing can be considered as a collection of
methods for qualitative simulation (in broad
sense).

Several soft computing methodologies are
available. Rule-based expert systems  are
suitable for codifying metaknowledge of a
system but they are not easy to extend to
complex systems. For applications, mapping
quality to quantity can be done by fuzzy set
systems. Behavioural models can be based on
neural networks, if the system is small enough.
Genetic algorithms and related evolutionary
strategies have recently been used in  many
narrow applications.

Hypermedia lends itself’ easily to user
interfaces of complex systems. It is also an
excellent way of linking on-line documentation
to automation systems. These applications are
described in [23]. In the same way, it could
also facilitate the interpretation of simulation
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systems. Hypermedia systems require an
information model to be efficient.

2. What Is Soft Computing

2.1 Rule-based Expert Systems

In rule-based expert systems, the domain
knowledge is represented as sets of rules that
are checked against a collection of facts or
knowledge about the current situation [31].
They rely on expert's knowledge and inference
mechanisms that in a way simulate human
reasoning.  Rule-based  programming  is
commonly used in the development of expert
systems. However, this paradigm leads to
serious problems in practical applications. The
first problem is inheritant to its knowledge
acquisition principle; when really massive
rule bases are met. their updating and
adaptation becomes impossible  without
linking the rule-based systems to more
efficient modelling methods. Using declarative
Prolog language (or extensions of it) at the
relation level can reduce the amount of rules to
some extent [11]. However, these simulations
are still too slow for complex systems.

The other problem 1is in the uncertainty
processing which is needed for real world
problems. Uncertainty is an uravoidable part of
complex simulation environments: infcrmation
is partly uncertain or subjective; scope of the
applicability of models is usually limited;
many interactions with other application areas
should be taken into account; different time
horizons are used in different application areas,
etc. Therefore, methods for uncertainty
processing could be very beneficial in many
applications, and especially in connecting
applications (Figure 2 [12]).

2.2 Fuzzy Set Systems

Introduction of fuzzy systems could benefit
expert systems. Fuzzy sets provide a unified
framework for taking into account the gradual
or flexible nature of variables, and the
representation of incomplete information [6].
Fuzzy control has been one of the most active
and fruitful areas of application of fuzzy sets
theory. A good introduction to rule-based fuzzy
systems can be found in a survey paper of
Lee's [22].

A wide range of fuzzy development and
simulation environments is available. Most of
the systems are based on fuzzy rules,
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Figure 2. Simulation Applications in
Manufacturing Industry [12].

Mamdani- [3] or Sugeno-Tagaki type [28].
Typically, advanced shells have graphical user
interface running under MS Windows or MS
DOS. For some of them, source code generators
to programming languages, usually to C
code, are available. Also some microcontrollers,
usually belonging to the bigger product family,
are  supported. Commercial development
environments are well suited to  small
problems but building complex systems is
quite laborious. On-line tuning is not possible,
and adaptability is not taken into account in
final running versions This was the main
reason for develeping a new fuzzy controller
FuzzyCon which is a Windows application
implemented in Visual Basic 3.0. FuzzyCon is a
fuzzy controller specially designed for adaptive
tuning in process industry [17].

In the modelling framework, the fuzzy sets
approach provides a flexible way to real
world applications  through defining the
meaning for linguistic variables. Rules are
generated in the same way as for conventional
knowledge-based systems. The only difference
is that usually the number of rules is kept
considerably  smaller because of the fuzzy
representation.

As mentioned before, acquiring the knowledge
from the human operator is a tedious and time-
consuming task for complex systems at least if
the rule-based procedure is used. By using
fuzzy approach the available prior knowledge
can be combined with information obtained
from numerical measurements. Even if no prior
knowledge exists, the rules and membership
functions can be extracted from the data [1].
Fuzzy c-means (FCM) clustering is an example
of data clustering techniques which are used for
lumping together data points that populate some
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multidimensional space [3]. Various methods
have been developed for fuzzy clustering [12,
19, 32, 33].

2.3 Neural Networks

Neural networks have been inspired by
biological nervous systems and mathematical
theories for learning [8]. They are characterized
by their learning ability and parallel distributed
structure. Neural networks can be considered
as black box modelling methods. The way NNs
perform their internal function is hard to
visualise, and therefore NN models are
difficult to connect to other models of the
system. Another drawback is that sometimes
extremely long training periods are required.

Various methods have been developed for
neural computing. Backpropagation is probably
the most popular method in the supervised
learning [26]. Self-organizing maps are well-
known networks in the unsupervised learning
[20]. Self-organizing maps learn to categorise
input vectors by moving the neurons to
respond to density differences in the input
space. Neural computing can be implemented on
the basis of matrix manipulétions. and therefore
the execution can be vectorised and
parallellised. Learning algorithms have a close
relation to optimisation methods, e.g. a
backpropagation method —corresponds to
gradient descent. A huge number of
programming and development tools is available
both commercially and in public domain.

Difficulties in explanation and generalisation
suggest that connecting NNs to other modelling
techniques is vitally important as far as complex
systems are concerned. A solution might be
a neurofuzzy approach which makes the model
more understandable. ANFIS method
(Adaptive-Network-based ~ Fuzzy  Inference
Systems) is a well -known neurofuzzy method
which is suitable for the tuning of membership
functions [10]. Neural computing also provides
a suitable identification method for working
point adaptation. Another possibility would be
to use knowledge-based networks that carry
with them the original expert system structure
[21]. Nodes in the network correspond to
premises or conclusions and connections
represent rules. So it can be said that the
knowledge base of the expert systems and the
network structure are transferable.

Clustering tvpe techniques as self-organizing
maps can be used for extracting features from
data, and then these features are generalised
by fuzzy methods, by neurofuzzy methods or
by linguistic equations. Various neural learning

methods [4, 7, 9], orthogonal least squares [30]
or inductive learning [25] can be used in
connection with data.

2.4 Genetic Algorithms

Genetic algorithms (GA) have for long time
been considered as belonging to general systems
theoreticians interested in extremely complex
optimisation  studies [27]. Recently, some
narrow applications have been developed. GAs
can be considered as an experimenting tool
which produces a satisfactory solution which
is  not necessarily optimal. GAs are useful
when this can be accepted, e.g. model is not
known, search space is very large, and data are
noisy. The algorithm (selection, crossover,
mutation) is a reasonable way for processing
a population of alternatives. The crucial thing is
that fitness functions measure the right thing, i.e.
they should be application dependent.

Genetic algorithms can assist other methods of
soft computing by optimising structures. For
expert systems, optimising the rule base is a
possible  application. ~ However,  genetic
algorithms ~ are suitable for very complex
systems which on the other hand, are fairly
problematic  for  expert system. Network
structures  of neural networks could be
another application area, but the execution
will always be very slow since both GAs and
NNs require a lot of computation. Development
of linguistic equations from data is also a
possible application.

2.5 Linguistic Equations

Different approaches and modelling methods
can be combined through the Linguistic
Equations Framework presented in [15]. The
framework provides a unified method for
developing and tuning adaptive expert systems.
A wide variety of applications is based on this
methodology, although, some of these
applications are implemented by conventional
techniques. The development system s
implemented in Matlab environment, and the
resulting fuzzy systems can be transferred to
FuzzyCon for further on-line tuning.

Tn this methodology, membership functions are
tuned by simulation experiments with multilayer
simulation systems [14]. The simulation system
can also be (partly) replaced by experts or by
experiments with real systems. Both analytical
and heuristic knowledge <can be used
simultaneously. As many rules as possible are
replaced by linguistic relations. However, some
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of them are needed, and the system
provides a flexible environment for combining
these rules with more  efficient modelling
methods. In the linguistic equations approach,
the relations are developed gradually: only a

small part of the problem is taken into

account at a time. The system is adaptive since
the meaning of the linguistic values depends on
the working point of the process. More details
about the tuning of fuzzy controllers can be
found in [18].

3. Simulation and Soft
Computing

A simulation process may be divided e.g. into
the following general phases [29]: definition of
simulation scope. model construction, solution
of model equations, mode! validation and model
use.

Simulation requires many types of expertise,
and getting to the appropriate level takes time.
First of all. the application area must be
known. Users are increasingly  constructing
their models from modules available in the unit
libraries without any help from simulation
specialists. Intelligent methods provided by soft
computing are useful in simulation - from
modelling to analysis of the results. Especially
non-expert users need these adaptive intelligent
interfaces [ 13].

3.1 Definition of Simulation Scope

The definition of the simulation scope restricts
the simulation according to the level of
description, processes or systems included,
target accuracy and model types or solution
methods utilized.

This phase 1s very case dependent and
intelligent methods could be of help in many
ways. An assisting system can propose which
area should be selected for a study. which
kinds of models are required, and which results
should be gathered, etc. If the system has a
learning ability, it can warn users if a simulation
run designed will either probably not work or
produce any additional information.

Intelligent monitoring systems are checking if
the requirements of the simulation run are met.
For stochastic models, the system checks if
all the necessary data are gathered. For
continuous time simulation, the system checks
if the proper integration method is used. Expert
systems have been developed for selecting
suitable step sizes and integration algorithms.

These systems change, if necessary, the method
during the run. These systems are aimed at
handling considerable changes in  working
point conditions. They do not compete with
multiple step size integration methods designed
for dynamic step size control.

Fuzzy set systems can improve operation of
expert systems at higher level since fuzzy
partitioning can be used as a basis for analyzing
working  areas  during  the  simulation
experiments. Fuzzy set systeims also provide
more flexible tools for designing simulation
experiments since the interactions between
variables and/or parameters can be utilised as
well. Neural networks can be used as automatic
learning and classification tools during the
simulation experiments. Genetic algorithms are
useful provided that the search space is very
large, and structural variations are essential.
Linguistic equations separate the knowledge
bases and databases. They also produce very
compact simulation experiment designs since
the prior knowledge available can be taken into
account as interactions. Explanations can also
be generated for complex systems since the
corresponding rules or relations can be
constructed for a limited part of the system.
Usually, equations are crisp, and all the
fuzziness is  taken  into  account by
membership functions.

3.2 Model Construction

The model construction starts from the division
of the system to be modelled into two parts: the
model and the environment.

In the simulation of technical systems a
hierarchical structure of submodels and system
components is usually met. The division makes
it possible to build parts of the final model as
separate tasks with a final task of integrating the
submodels into one. The submodels are built
of wvariables and relations  between  the
variables.

Expert systems can help in model construction
in cases which do not include a considerable
amount of uncertainties. As mentioned above,
simulation models are usually constructed from
components provided by the simulation
package. Construction can be difficult for non-
expert users but a conventional expert system
can help users to select the most suitable
modules and to  specify  the parameters
correctly.

Expert systems help also non-expert users
in parameter estimation, and in testing and
fitting of input data. Some expert systems have
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been developed for assisting in the use of
large software packages, e.g. in the selection of

suitable  methods in statistical analysis
packages.

In the case of uncertainties, building
sophisticated systems ~ on the  basis of
conventional expert systems is not feasible,

and therefore, a more flexible method for
uncertainty  processing i1s needed. Soft
computing provides many additional methods in
this area. Fuzzy set systems provide a flexible
and well - explained link to the real system,
e.g. when uncertainties in the input data must
be taken into account (see Figure 3). Neural
networks can be used as an automatic learning
tool if their restrictions are kept in mind.
Neurofuzzy systems combine fuzziness with
the black box neural methods. Linguistic
equations systems  have a very compact
structure which makes the adaptation  to
different working points easier,
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Figure 3. Fuzziness in Simulation Experiment
Design |14]

3.3 Solution of Model Equations

The model built will ultimately turn up as a set
of mathematical equations that are solved by
the computer. This process is to a great extent
facilitated by the use of different programming
languages and simulation environments. In the
selection of a specific programming language
it is again important to consider the objective
of the simulation study. because different
simulation tools have different features.

Result analysis, optimization and selection of
the key changes are important areas where a
lot can be obtained by adaptive and intelligent
methods. The goal of these systems is to give
advice to users on the basis of simulation
results. Advice should include instruction, how
to change the model and its parameters in such
a way that the goal is reached as well as
possible.  Since fuzzy systems have a gradual
connection to the quantitative world, selection
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of the best model has a more concrete
meaning. Sensitivity analysis can be produced
by fuzzy set approach in a very
straightforward manner (see Figure 3).
Generating the change recommendations can
be done by fuzzy reasoning. Membership
functions can be considered as a tool for
interpreting the user's questions and goals to
the simulation program. Deep knowledge about
both the structure and operation of the model
and the simulation techniques is needed. Fuzzy
set systems can also be a basis for analyzing
working  areas during the simulation
experiments. Linguistic equations can  bring
experimental design, monitoring and control
tasks together since the compactness of the
system makes all comparisons very fast. A
limited set of tunable parameters also help in
adapting to new working points.

3.4 Model Validation

The validation of a simulation is the most
important phase of any simulation study. In that
phase one gets assured that the model is a true
representation of the system in consideration. In
order to make sure of the reliable use of the
model, all the variables must have a certain area
of confidence. Extrapolation outside the
confidence region is always dangerous. Usually
the model is based on short-term experiments
and it describes well this situation, but later
perhaps after the process changes, it cannot be
relied on at all.

An intelligent system can assist in searching
errors  and  running  automatical tests.
Intelligent systems can also analyse erroneous
results and search potential sources for those
errors. In addition . a higher level qualitative
model to be used in the validation process, can
be constructed. Fuzzy set systems are natural
extensions in this area since a comparison to
qualitative models makes model validation,
critical testing and error analysis  more
consistent. Linguistic equations approach can
be used in expanding the validation to large
complex systems which cannot be handled by
other methods.

3.5 Model Use

Once the model has been built and validated, it
is used as a counterfeit real system. This means
that one could experiment with a system that
has not been built yet. One could also go
through sequences of events which are not
possible with a real system e.g. for safety or
cOost reasons.

2. June 1997 121



In the use of simulation results one should be
aware of the inherent limitations of their
applicability. Very often the simulation results
will not be used as such, but they will be used
as input into a decision process. In such cases it
is even more important to convey the
qualitative implications of the simulation in
an easily understandable form to the decision
maker. This stresses on the interface of the
model and interactive interfaces for information
input , processing and reporting are favoured.
The model documentation is also 1mportant and
the self-documenting features of computerised
models are recommended.

Simulation runs produce a vast amount of
results, from which the essential part should be
picked up. Expert systems can filter the results
to the users by explaining the results and how
they have been achieved. They can also
produce new knowledge, e.g. rules, structures,
classification,  sensitivity —and  parameter
analysis, from simulation data. Expert systems
enhance the capabilities of simulation as a
decision support tool, e.g. estimate how well
the goals are achieved, taking into account
possible contradictory constraints, monitoring
the run to find causal relationships, analysing
causal relations found in order to construct
the best causal model, and show how sensitive
parameters. They can also propose changes to
the model on account of the sensitivity analysis,
automatically re-run  the simulation after
changes and interpret user's questions and goals
to the program.

Fuzzy set systems are very powerful tools in
explaining the results to the users. Neural
networks can be used as automatic learning
and classification tools during the simulation
experiments. A vast amount of data provides a
good platform for the application of neural
networks. Linguistic equations approach is a
new efficient method for producing new
knowledge.

4. Hypermedia in Simulation

Hypermedia provides a unified training
environment by integrating various kinds of
materials available on different media [23]. In
addition to the hypertext itself, these systems
can include computer simulation, animation,
spreadshect applications, CAD programs, etc.
Hypermedia is also an excellent way to link on-
line documentation to  automation systems.
These applications are described in [23].
Objectives of the process and how they are

achieved are the key idea in the operator support
system.

The efficient use of hypermedia information
systems  requires information  modelling.
Multilevel flow modelling (MFD) [24] is useful
for a continuous process, which includes process
devices, process functions and process -goals.
Currently the representation is extended to
cover process control, alarms, and interlocking
situations.  Also the division of workload
between process computers and human
operators is sketched in the current version of
the modelling paradigm. An example of how the
MFM-model is used in conveying the model
structure to  dispiay hierarchies and hypertext
documentation is shown in Figure 4 [23].
The experiences are based on the power plant
simulator that was connected to an on-line
automation system to highlight the problems
in connecting knowledge from process and
automation design.

MFM-modelling could also provide a working
environment for large (and heterogeneous)
simulation systems. This way of modelling can
explain the position of individual simulation
models  to  non-professionals, which will
enhance understanding of  simulation  and
simulation results. The hierarchical models also
provide means to integrate simulation tools
with  other planning (or design) tools. The
resulting simulation environments could be
attractive and easy to understand.

Hypermedia can link the multiparadigm-
multilanguage models together. A lot of
development work must be done in order to
make the system practically applicable,
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Figure 4. Using An Information Model As A
Basis for User Interface Design |23]
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although most of the ingredients of the
system have been tested in small scale
applications, The overall system could contain
the following parts [12]: (1} the simulator and
the intelligent interface of the simulator can
be considered as a multilayer simulator; (2) a
hypermedia user guide gives advice on how to
use an intelligent interface in such a way that
all the user defined variables and parameters
are consistent, i.e. the resuits of the simulation
will be reasonable: (3) a hypermedia training
material teaches non-specialist users different
ways of running the process,

5. Conclusions

Adaptive and intelligent  methods  can
enhance properties of simulation interfaces and
usability of  the  simulators.  Different
methodologies of soft computing can find their
own role in the overall system, and all the
methodologies,  including  expert systems,
should be adapted to appropriate levels in
simulation applications. Expertise on different
domains could be acquired into wider use
through soft computing.
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