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Abstract: Case-based reasoning offers special advantages for
continuous control applications, but these applications also
have special requirements that demand extensions to the case-
based reasoning paradigm. This article describes a case-based
reasoning support system for control of telephone traffic and
examines issues it raises. We present different stages of the
methodological approach, based on knowledge acquisition
and case-based reasoning, developed to design the diagnosis
support system and trace their motivation to the requirements
of a continuous control application. The specific domain
which we are applying knowledge acquisition and case-based
reasoning to is the management of traffic flow in the standard
urban public switched telephone network of the Jie de
France. Main research objective is to place at the network
managers disposal an intelligent system able to capitalize and
re-use past incidents, in order to assist them in their diagnosis
and decision -making activities. This system is developed
within an interdisciplinary research co-operation supported
by the CNET (the France Telecom research centre) and the
CNRS (the French National Board for Scientific Research).

Keywords:  Design methodology,  activity analysis,
knowledge modelling, case-based reasonming, incident case,
diagnosis support system, network traffic control

Patrice Caulier has received his MS in data processing
applied to industry and computer science, in 1991, and he
prepares his Ph.D thesis in automatic control and computer
science, all at the University of Valenciennes, France. Heis a
member of AFIA, the French Association for Artificial
Intelligence. His current research interests include knowledge
modelling and the reievance of case-based reasoning to
continuous control problems, more specially the management
of traffic flow in the standard public switched telephone
network.

1. Introduction

France Telecom is in charge of the installation
and management of all network and routing
structures and has decided to create, few years
ago, new network management centres for long
distance and urban networks. At the present time,
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there are several supervision centres, and these
centres control the transit switches, Network
traffic management is aimed at maintaining in
optimal quality of service in case of abnormal
situations. This task can be divided into two
steps:

L. supervision: using the huge amount of data
pertodically coliected in the network, analyze the
status and traffic performance of the network in
order to detect any abnormal decrease of the
grade of service resulting from traffic overloads
and/or equipment failures:

2. control: activate the consistent traffic
controls in order to remove or minimize the effect
of the disturbance.

This task becomes more and more complex due,
on the one hand, to the size of the network under
consideration and, on the other hand, to the
sophistication of new services which are
continuously introduced and provided to the
customer. In such a context, a disturbance may
appear and spread all over the network elements
(resources and services) and the large number of
data makes the diagnosis difficult to perform. It is
therefore necessary to provide network managers
with advanced computerized tools. Within this
context, the aim of our research project is to
incorporate case-based reasoning techniques into
network management. Our case-based reasoning
Support system is designed to advise network
managers on problems, and to recommend sets of
controls that would alleviate those problems. In
order to develop an effective support system, a
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specific “user-centred” methodological approach
has been defined [1]. This approach is based on
three successive stages: (i) expertise data
elicitation and network manager's activity
analysis, (ii) domain knowledge modelling and
(iii) case-based reasoning to develop the
diagnosis support system. From the first stage of
this approach, we have found that network
managers seem to perform their control tasks by
drawing on experience of previous control
episodes. Case-based reasoning offers an
appealing way to capture that episodic
knowledge. In this article, . we present the
methodological approach we are using to deal
with the diagnosis support system.

The article is organized as follows. The next
section briefly overviews the network traffic
management domain, and focuses on the
monitoring and control aspects that have posed
the greatest challenge to case representation.
Then, our methodological approach to design the
case-based network management assistant is
presented in Section 3. The first knowledge
acquisition (KA) stage is described in Section 4.
Presentation of the architecture of the case-based
reasoning (CBR) support system is considered in
Section 5.

2. Network Traffic Management
Domain

The specific problem to which we are applying
CBR to is the management of traffic flow in the
standard public switched telephone network of
the lle de France. Controlling such traffic is a
problem of allocating a changing set of network
resources to satisfy demands from a fluctuating
pattern of calls. This control is exercised by a
small group of experienced traffic management
personnel, located at a centralized site, who
madify the network's call processing in response
to a continuous stream of network performance
data. Network management is a very complex
task, mastery of which requires extensive training
and years of apprenticeship.

Lots of things can go wrong with a telephone
network, and usually the general public is
unaware of these problems. The principal
objective of network management, in fact, is to

minimize the effect network problems have on
callers. A network manager's job is to optimize
the traffic flow in the network, in order to
increase the proportion of completed calls, and to
maintain this transparency, even when network
facilities fail or when local traffic demand
temporarily exceeds the network's designed
capacity for handling cails.

The sources of network data and the machines
that execute the traffic controls are the automatic
telephone switching systems (or just “switches™)
that are the distributed nodes of the telephone
network, which are very large, specialized
computers that process and route calls, each
capable of handling thousands of connections
simultaneously. These switches, and the trunk
groups which interconnect them and over which
calls are transmitted between nodes, are the finite-
capacity network resources being managed. An
individual phone is connected to just one switch,
over a “line”; these individual lines are not part of
network management, because there are no
actions short of repair that can affect their
performance. When a switch fails, either partially
or completely, or a trunk group is severed, the
network's total call processing capacity is
diminished, and traffic managers search for the
best available ways to complete calls despite the
lost capacity. Even when the entire network
capacity is available, it may be exceeded by
demand, especially during holidays such as
Mother's Day, when many calls are generated,
during radio calls-in, or just on a particularly busy
Monday morning. These exceptional demands are
usually localized, and traffic managers can often
find idle capacity in the rest of the network to
satisfy the local demand.

Switches generally know over which trunk group
to route an individual call, based upon the number
dialed. Sometimes, though, abnormal demand
fills up the trunk group (or groups) over which
traffic for a particular destination is usually
routed. The same problem occurs when trunk
group capacity is reduced due to a facility failure
such as a severed cable. When this happens, calls
start to overflow and the caller hears (usually) a
fast-busy tone. Network managers try to find
temporary alternate routes for these calls,
installing controls on the switch to re-routc any
calls that would otherwise overflow.
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Because call routing requires processing by the
switch, excessive demand can also interfere with
a switch's own ability to handle all the calls that
are routed to (or through) it. A common trigger
for this situation is the radio call-in giveaway,
which can generate a huge burst of traffic,
focussed on the single switch that serves the radio
station. The vast majority of these calls are
"doomed" - they will fail anyway because the line
is busy - but they must all be processed by the
focus switch. This phenomenon is called focused
overload, and can result in the focus switch
performing less and less useful processing,
instead of devoting its time to handling these
doomed calls and performing more and more
overhead operations, until it is essentially
“thrashing”. This is a very serious problem
because neighbouring switches are affected as
they spend more time trying to communicate with
the overloaded switch, until they get themselves
overloaded. In this way, this acts by installing
“gap” controls around the network that cancel
some share of the focus-destined calls.

This traffic management application is an
instance of a class of continuous control
problems, in which a stream of data is analyzed to
diagnose the situation in the controlled system, an
appropriate plan of action is devised for treating
the situation, and the effects of control actions are
continuously monitored and adjusted. Such a
system, then, includes aspects of diagnosis and
planning - classic artificial intelligence domains;
indeed, planning is one well-known application of
CBR [2]. As discussed below, other aspects of the
CBR approach are of value for this class of
application, but extensions to CBR are necessary

Expertise
sources

to satisfy special requirements of these
applications, and are proposed as part of this
research project.

3. Design Methodology

The aim of our research project is to place at the
network managers' disposal an intelligent tool
designed to capitalize and re-use past solved
incident cases in order to assist them in their
traffic management activities.

Design of such a support system requires
artificial intelligence methods but also methods
and techniques of the cognitive sciences and
especially , using of a CBR process. The principal
difficulties in the design and development of a
CBR system lie in the case definition, in the
indexing algorithm definition, in the similarity
measure to retrieve a similar incident case and in
the adaptation rules definition, Which are the
relevant attributes to define data of a new
problem? and How to retrieve and adapt a
solution for this problem?

In order to achieve these objectives a
methodological “user-centred” approach has been
defined. This approach is based on KA, to model
domain knowledge, and CBR, to develop
expertise (represented at different knowledge
levels of the expertise model) into a decision
support system. Figure 1 gives a representation of
this approach, which is described in this article.

Case
base

Knowledge
acquisition

Case

representation

Case-based
reasoning

f

%

[ Initialisation ' Interrogation ]

Conceptual
model

Figure 1. The Methodological Approach
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The first stage of the approach consists in
expertise model-driven knowledge acquisition.
The expertise model, as a result of the KA stage,
is the most important aspect used in our project. It
consists in a symbolic representation of the
manager's knowledge. All the knowledge about
an entity (description and use) is collected in a
single component of the model. This expertise
model allows to represent two knowledge sets:
specific entities of the domain (universe of
domain concepts), specially the structure of an
incident case. shown as the doublet {symptom,
solution}, and the universe of.problem -solving
methods used by managers (e.g. information
retrieval). Finally, the expertise model is the
interface between the two stages of the approach.
The expertise model is used in the second stage
to:

- specify the incident case definition;

- initialize case base of the CBR support
system;

- define the different problem- solving
methods (retrieve, re-use, revise and retain) used
by this cognitive system to find the incident
solution.

The second stage consists in using results
supplied by the first one, in order to define and
exploit an incident case base with a system based
on CBR. CBR is a2 form of analogical reasoning.
It consists in solving a new problem, or in
illustrating,  explaining or  criticizing  new
situations, from (by re-using) previous similar
cases. CBR systems are comiposed of a case base,
a retrieval mechanism to select and extract similar
cases and an adaptation mechanism of selected
solutions in order to solve the initial problem [3].
Studies on this new reasoning form, very
frequently used, were initialized, in the USA, in
the early 80's, with works of R.C. Schank [4].

4. Knowledge Acquisition

Knowledge acquisition is the first stage of our
design methodology. Knowledge engineering has
traditionally been viewed as a process of
extracting knowledge from a human expert. and

transferring it in computational form to the
machine [5]. This conventional view was also
reflected in the popularity of rapid prototyping
using rule-based shells. In contrast today
knowledge engineering is approached as a
modelling activity: the heart of the work of the
knowledge engineer lies in the actual construction
models. Indeed, the growing interest in the
specification and development of user -friendly
and easy to maintain decision- making support
systems, has urged knowledge engineers to
develop and use problem- solving knowledge
acquisition and modelling methodologies. In this
section, we present the application of the
CommonKADS knowledge level modelling
framework [6] in the field of the network traffic
management. This first KA stage takes place in
our global methodological approach to design a
CBR support system for continuous control
applications and includes two parts: knowledge
elicitation and activity analysis and using of the
CommonKADS knowledge modelling
methodology. In a first part, the objective is to
model the expertise used in network traffic
management domain. In this modeliing context,
which reveals an activity based on experiences
(i.e. cases) re-using, the second objective is to
(each of these results is provided by the expertise
model of the application):

- Jocate the incident reusing activity into the
global control activity;

- describe this activity in the information
retrieval to solve the current problem;

- identify relevant descriptors of the incident
case model;

- identify best index to organize the case
base;

- define a similarity measure for matching;

- record knowledge necessary to adapt
solution part of the selected case, in order to solve
the current problem.

This section provides an overview of the KA
stage. In the first subsection the knowledge
elicitation and activity analysis part is presented.
In the following subsections the CommonK.ADS
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knowledge level modelling framework is put
forward. We describe the CommonKADS
expertise model and the main categories of
knowledge are being discussed: domain
knowledge, inference knowledge and task
knowledge.

4.1 Knowledge Elicitation and Activity
Analysis

Activity analysis of traffic managers allows to
identify domain knowledge used in different
stages of their reasoning. As discussed below, we
have found that the expertise needed for a
diagnosis or decision- making is widely made up
of experiences. Elicitation sessions of the
expertise, in the control room, are based on
different methods: document analysis, interviews,
repertory grids, traffic manager's activities
analysis and results of the activity (problem
reports). Each method presents its own goal and
allows, generally, to obtain a particular type of
knowledge. Therefore, it is necessary to use these
methods concurrently, one cancelling out the
drawbacks of others taken apart, benefiting the
qualities of each one [7, 8].

From interviews with traffic management experts,
we have found that a large part of their
knowledge is episodic. That is, the expert solves a
new problem by relating the current network
situation to his previous experiences. These
experiences are sometimes specific incidents,
with real dates and places, and sometimes general
classes of similar occasions. This body of traffic
management experience is transferred from expert
to apprentice as “war stories” of illustrious and
(sometimes) ignominious traffic controls of the
past. This “case-based” approach to the teaching
of traffic management recommends cases to
represent knowledge in this domain. Certainly,
knowledge acquisition naturally results in traffic
management cases.

The appropriateness of cases is justified by more
than this anecdotal evidence. From our
understanding of the domain, it appears that past
experience is the best available guide to decision-
making. Although there is some knowledge of
general causal relationships between control
actions and network responses, no complete
model of the domain exists; traffic managers

often act in zccordance with previous success,
with an incomplete understanding of the reason
why  that success occurred. This is
understandable, given the intractable scale of the
network dynamics and the time constraints on
responses. CBR offers the best available means
for taking advantage of this shallow, episodic
knowledge [9].

Traffic management, as well as many other
applications - especially control of high
technology hardware - are in a state of
continuous, gradual change. In the traffic
management domain, these changes occur
because the telephone companies increase the
number of switches under traffic management,
add new types of switches to the operation, add
new types of services or add new
hardware/software components that gradually
change the behaviour of the network. Human
experts are often unaware of such changes,
gradually adapting and applying a modified
version of their previous experience to new
situations. In contrast, conventional non-CBR-
based expert systems would exhibit a continuous
and mysterious degradation in performance in the
face of such change.

The CBR approach is a natural fit for such
evolving damains: previous experiences (cases)
are applied to new situations, and new cases are
created to address situations for which the
existing cases are inadequate.

4.2 Knowledge Modelling

Second part of the first KA stage is the
knowledge modelling part. Among the available
general  -purpose  knowledge  modelling
methodologies (e.g. CommonKADS, KOD,
MERISE, SADT, etc.), we have selected the
CommonKADS  methodology  [10]. Indeed,
CommonKADS offers an open representation
formalism, works on a computerized tool, and
results from eight years of European project
work. We present in this second subsection the
knowledge modelling activity in our research
project.
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4.2.1 The CommonKADS Methodology

The CommonKADS methodology, Common
Knowledge Acquisition and Design Support, is
issued from research works developed into the
KADS-II European ESPRIT project (P5248).
CommonKADS methodology is certainly the
most complete and the most known and used in
the knowledge acquisition community [11]. The
development of a KBS is seen as the construction
of a set of models of problem-solving behaviour,
viewed in its concrete organizational and
application context. A KBS is a computational
realization associated with these models.

Among modelling activities identified in
CommonKADS, the main one is the application's
know-how modelling. Indeed, a central model in
the CommonKADS methodology is the expertise
model, which models the problem- solving
behaviour of an agent in terms of knowledge that
is being applied in carrying out a certain task.

Figure 2 summarizes the suite of models involved
in the CommonKADS methodology (see [12]) for
a comprehensive description of the models and of
the dependencies between them). The expertise
model is only one of many models that are
relevant to KBS development. Other models
capture relevant aspects of reality such as the task
that an application supports, the organizational
environment within which it takes place, the
assignment of tasks to agents, their capabilities
and communication, and the computational
design of the KBS. It is noted that these models
are  engineering-type models and serve
engineering purposes. An additional important
point is that in the CommonKADS methodology
the models are considered not only as “steps
along the way”, but as independent products in
their own right to play an important role during
the entire KBS life-cycle.

problem
Organization definition Task
model model
capapilities
requl
competence communication
required Agent required
model
Expertise -7 . | ___ . .| Communication
model _ model
compufational
realization
Design
model

Figure 2. Position of the Expertise Model in the CommonKADSSsuite of Models

The organization medel is the tool to analyse an
organization with. The task model captures the
global task within the organization that deals with
a certain function that needs support, including
the assignment of tasks to agents. The agent
models describe agent capabilities, the expertise
model agent competence involved in realizing the
overall task. The communication model describes
the communication behaviour among the agents.
The design model describes the structure and

mechanisms of the artefacts - usually KBS -
involved in the task. The lines indicate direct
dependencies between elements of the models.
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We have used the CommonKADS methodology
in this first stage of our approach, to specify the
expertise model of the network traffic
management activities.

4.2.2 The Expertise Model

As specified in the previous paragraph it is the
CommonKADS  expertise model, developed
through the cognitive engineering workbench
KADS-Tool, from flog company [13], that we
have used to model domain knowledge and
manager's activities. The expertise modei for the
KBS then reflects the required expertise of the
system rather than that of the human expert. Of
course, a model of human expertise may serve as
an important input for modelling the expertise of
a KBS, but it is not necessarily identical to it. The
CommonKADS expertise model of application is
made up of three nested level of models [14]:

- the domain level represents entities of the
application domain used by the reasoning
mechanisms during problem- solving;

- the inference [level represents the
operations performed during the reasoning
process, and the roles played by the domain
components in these operations;

- the task level defines the precise control
structure that links together the operations (i.c.
the inference structures) defined at the inference
level and necessary to achieve a goal.

In order to describe an application at these
knowledge levels, it is necessary to provide
knowledge for each of these categories. An
application system cannot be described by, for
example, domain knowledge alone. The
knowledge levels of the expertise model are
always linked. Thus, task level controls the
inference level and the inference level describes
the domain level (see Figure 3).

Knowledge Knowledge
levels types
Task | __| Goals, Methods
level Task hierarchies

v controls

Inference

Roles, Inference steps
level Inference structures

Concepts, Properties
Expressions, Relations
Taxonomies, Semantic networks

Figure 3. Hierarchical Levels of the Expertise Model

4.2.3 The Domain Knowledge Level

This modelling level expresses and organizes the
components relevant to the application domain,
Domain components are concepts (i.e. physical
entities or abstractions of the reasoning process),
properiies, expressions (i.e. states or conditions

Studies in Informatics and Control, Vol. 4, No. 4,

about the concept properties) and semantic
relations between these components. These
domain components are linked together by
taxonomies and/or semantic networks. Hierarchy,
presented in Figure 4, describes a part of the
typological classification of the application
concepts.
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Network ...

Switch

Telephone area ...
Operational direction

Trunk group <

Routing ...

Entity

State function ...

Alarms <

Control tool ...

Network
incident

Customer switch ...

Specialized switch ...

. Transit switch ...

First choice

trunk group
Transit trunk
group

Second choice

trunk group
Direct trunk group ...

Trunk group alarm ...

Switch alarm ...

Supervisor alarm ...

Switch incident ...

Trunk group incident ...

Figure 4. Typological Ciassification of the Domain Concepts

At the domain level, the expertise model brings
some information to define an incident vase.
Indeed, the incident case concept definition is a
great problem for the assistance system
development. A traffic management case must
include descriptors allowing, on the one hand, to
index and retrieve a (or several) case(s) in the
memory and, on the other hand, to give the user
information for diagnosing and  solving the
current incident. These descriptors, or atiributes,
are given by the compositional description of the
incident concept and the properties of this
concept. Descriptors are organized according to
four generic categories:

- incident detection. This first part concerns
information about the context when an incident is
detected in the network (i.e. symptoms): alarm
indicators, incident type, date, detection tool,
network state, etc.;

410

- incident diagnosis. From symptoms,
descriptors of this part inforn the nser on the
causal relationships, on the diagnosis strategy and
give some explanations;

- incident correction. This part list the
actions that should be taken to correct the
problem, describe the expected effect of those
actions, describe the situation when the problem
has diminished and the actions should be undone,
which is followed by some descriptors describing
the plan for undoing the actions and the situation
that is expected after all actions are undone;

- incident information. We find here some
“informative descriptors” to inform the operator
on the incident; as for example: code SGTQS of a
network cbject (switch or circuit group),
characteristics of this object, number of lost calls,
comments, etc.
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4.2.4 The Inference Knowledge Level

Inference knowledge is knowledge about how
domain knowledge can be applied in the
reasoning process. An inference operates on some
input data and has the capability of producing a
new piece of information as its output. The major
components of the inference knowledge are:

- Inference steps as functional components
that define the elementary reasoning steps
operating on restricted parts of the domain
knowledge.

- Static roles pointing to domain knowledge
elements that are used in the problem -solving
process but not affected by it. Static roles
represent the domain dependent information used
by the inference steps to realise their functions. A
static role may, for example, be associated with a
set of rules,

- Dynamic roles pointing to domain
knowledge elements that are manipulated in the
problem -solving process. Dynamic roles
represent the information flow (i.e. the input and
the output of the inference steps).

- Inference structures, diagrams showing
the dependencies between inference steps and
roles.

The inference structures are the backbone of
CommonKADS. They specify the operations (or
inference steps) used to solve the problem, as
well as the information used or produced during
the reasoning process. The formalism derives
from the data-flow notation, which it extends. An
inference structure represents the organisation of
a set of inference steps linked by roles. It is the
inference  structure  which  describes  the
operations. It shows the different operations, or
actions realized by the manager to transform
domain  components into  other domain
components. An inference structure is described
by a set of inference steps and roles. The
inference step defines a basic operation realized

during the reasoning process. The role
characterizes a set of data which plays an actor
role in the problem solving. Role defines how a
domain component is used at the inference level.
Association of a role with a domain component
allows to apply the reasoning to the application
domain.

Inference structure of Figure 5 describes the
“evaluation reasoning™ developed by the network
managers. This Figure contains a part of notations
used to define an inference structure. An
inference structure represents the organisation of
a set of operations: the inference steps
represented by ellipsis. These operations consume
and produce data. This information named
dynamic roles is represented by simple rectangles
attached to the ellipsis by links that may be
oriented. If the connection mode between a role
and an inference step is not known, the rectangle
is attached to the ellipsis by a non-oriented link.
In this case, it is the control of the reasoning that
determines dynamically the nature (input/output)
of the role. The inference steps may need domain
dependent knowledge to be implemented. This
information, named static roles, is represented by
bold rectangles.

The operations as well as the roles may be
described at different levels of abstraction. An
inference step may be “primitive”. In this case, it
models a terminal operation which is not further
described, and is represented by a single ellipsis.
It may also be “decomposed”. In this case, it
represents an abstract operation which is further
specified by the inference structures that represent
its decomposition and is represented by a double
ellipsis. The decomposition of the inference step
will be executed by one or many inference
structures. Finally, within an inference structure
that represents the decomposition of an inference
step, the inherited roles defined at the upper level
of the decomposition, are represented by hashed
rectangles. The binding of the inference structure,
that describes the problem independently of the
domain, to the domain model is specified on the
roles. For each role, one describes the domain
elements that it represents.
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Case
description# |

Abstract/
Transform#1

Abstract description
of the case#1

Case
memory# 1

Terms#1 Specify#8

Differencies#1

Terms/
Norms#1

Establish#3

Decision
class#1

Figure 5. Structure of the “Evaluation Reasoning”

4.2.5 The Task Knowledge Level

The task knowledge describes through a
hierarchy of tasks, the tasks that must be carried
out in order to achieve a particular problem-
solving goal as well as the control over execution
of these tasks. It consists of two parts:

- Task definition, a declarative specification
of the goal of the task, or of what the task needs
to achieve. It consists of a goal, input/output roles
and a task specification

- Task body, a procedural specification of
the activities contained within the task, or how the
task achieves its goal.

A hierarchy of tasks represents a tree of goals
(task definition) and methods (task body). A goal
is typically an intermediate objective of the
application and equal to an inference step. Thus,
methods specify how the inference structures are
organized to achieve an application goal. A
method corresponds to a specific control

algorithm applied to describe the dynamic aspect
of an inference structure. There are three different
types of tasks body or methods:

- Composite tasks: tasks that are further
decomposed into sub-tasks (e.g. diagnosis is
decomposed into generate and test).

- Primitive tasks: tasks that are directly
related to inferences (i.e. not to be further
decomposed).

- Transfer tasks: tasks of interaction with
the world (e.g. the user). These tasks are not
further specified in the expertise model but are
part of the communication model.

5. Case-based Reasoning
Support System

Knowledge used by a KBS is represenied by a
base where there are defined all the behaviours to
apply to facts, which describe the problem to
solve. This organization requires the reasoning to
be clearly defined and the possibility of applying
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a set of basic reasonings (rules). In our case it is
not like that: manager's reasoning can be obtained
only from an analysis of the knowledge used and
produced to solve a current traffic incident.

An alternative to this classical vision of the
knowledge base of a KBS consists in representing
each solved problem in the system, by a real case
base and not by a classical knowledge base. Then,
resolution of a new problem consists of
retrieving, in the case base, a similar incident,
The incident solving method allows to infer the
solution for the initial problem. This principle
defines the CBR [15].

Before presenting the main functionalities of our
CBR support system, we present, in the two next
paragraphs, the analogical reasoning and the
CBR.

5.1 Analogical Reasoning

Analogical reasoning is a powerful mechanism
for exploiting past experience in lanning and
p gp P g
problem- solving [16]. Analogical reasoning is a

PROBLEM
CASE A

basic problem -solving technique. An analogy is
often defined as “a problem of the form 4 is to B
asCistoD (4 :B: C: D), where, in most
situations, the last term is omitted and must be
filled in, selected from among answer options, or
confirmed in a true-false situation”. Analogical
reasoning is a process by which D is determined
by some known properties among A, B and C. It
is a core process of thinking and has been studied
extensively in artificial intelligence and cognitive
science [17]. A major reason for using analogical
reasoning is that it reduces the cognitive load in
sophisticated problem solving. Modelling by
analogy (so- called analogical modelling) is a
process thereby analogical reasoning is adopted
for model construction. In other words, a model is
constructed for a problem based on the similarity
of the problem to previously solved problems. As
illustrated in Figure 6, solution B is developed
based on a known solution for problem 4 and the
similarity between problem 4 and B A
combination of problem 4 and solution 4 serves
as a source for analogical reasoning, whereas
problem B and solution B are the target.

PROBLEM
CASEB

Problem B

(Py)

Problem A kProb[em similarity

> (k)

A P
Solution A Solution transfer Solution B
(Sa) (Sg) ?
SOURCE TARGET

Figure 6. Analogical Paradigm

The researches in artificial intelligence about
analogy concern its use for problem- solving and
machine learning. In this case, the analogical
reasoning is used to build a solution as Figure 6
shows. The analogical reasoning uses dependent
and similarity relations between a target object,
partially known, and a reference source object in
order to transpose knowledge from an application
universe to another, according to a point of view.
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An analogical reasoning in which source and
target belong to the same semantic domain,
source being an example for the target, is named
case-based reasoning. A universe represents the
set of knowledge in relation with a given domain.
For example, the continuous contro} universe
contains explicit knowledge such as incident case
descriptions and mechanisms in the universe
theory. They allow to infer new knowledge.
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There is dependent relation B between the
structured elements of description PA (Problem
A) and SA (Solution A) of the continuous control
universe, if and only if PA is necessary in the
deduction of SA in the knowledge domain. By
definition, we define as dependent description all
sets (PA. B, SA) where PA and SA are in
dependent relation {3. In the analogical reasoning,
depending relations exist within the source and
must be transferred to the target by similarity
relations. Let (PA. B, SA) and (PB. B, SB) two
dependent descriptions from the same universe,
their similarity is defined by: (PA, B, Sa) o (PB,
B, Sg). This similarity may be projected on each
argument: PAg. A PB and SA op SB in writing
ap and op the restrictions of the o relation of
cach same nature component of both dependent
descriptions. We then have the general process of
Figure 6 which represents the analogical
paradigm [18]. We have introduced different
notions allowing to formalize the static aspect of
an analogy (description of an analogical
situation). From these notions, the analogical
reasoning, that is to say the dynamic aspect
(analogical process), concerns:

_ research of dependent relations;
- define similarities;

- global strategy to control the analogical
inference;

- transfer of the explained knowledge from
the source (Solution A) to the target (Solution B).

To conclude on these notions which are the base
of the analogy, we can say that the solution of an
incident is built on the basis of a real similarity
with an incident solved in the past. As Figure 6
shows. the development of solution B is based on
the knowledge of a solution A to problem A and
on the similarity between problems A and B. The
arrangement {Problem A, Solution A} is used as
a source for the analogical reasoning of which the
couple {Problem B, Solution B} is the target.
Within the framework, the case-based reasoning
can be defined as an analogical reasoning for
which partial knowledge of the target is known

and, also, a similarity. In our situation, the
incident definition has two parts: the first one is
known (the alarm description and its
environment) and the other to infer (the incident
solving). We now define the different stages of
the case-based reasoning and show for each one
the pieces of knowiedge used.

5.2 Case-based Reasoning

CBR is a particular form of analogical reasoning,
as it is defined in artificial intelligence [18], in
which the source case (the solved problem) and
the target case (description of the problem to
solve) belong to the same semantic domain -
network traffic management here; source is then
an example for the target. The CBR principle
consists in solving a new problem, for which the
solution is unknown, to transfer solution of
previously solved problem. Reasoning from cases
is a current activity. 1f we watch the way people
around us solve problems, we are likely to
observe CBR in constant use [15]. A network
manager, when he meets a new incident, will first
use the "collective memory" of past incidents
(e.g. in a logbook which records all incidents on
the network) to construct and justify his decision.
To retrieve and present "good" cases are the main
aided functions that a CBR based system can
offer.

Development of such a system requires a case
base (i.e. a base of actual previous experiences), a
mechanism to retrieve similar cases, an adaptation
and justification mechanism to retrieve the
solution in order to solve the current problem.
Thus, at the highest level of generality, a CBR
cycle may be described by the following four
processes:

- retrieve the most similar case Or cases;

- reuse the information and knowledge in
that case to solve problem,

- revise the proposed solution;

- retain the parts of this experience likely to
be useful for future problem- solving.
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A new problem is solved by refrieving one or
more previously experienced cases, reusing the
case in one way or another, revising the solution
based on reusing a previous case and retaining the

Problem

Learned
case

RETAIN

Tested
Repaired
case

Confirmed

solution

evious |

U Previ
cases

Solved
case
REVISE

new experience by incorporating it into the
existing case base. Each of the four processes
involves a number of more specific steps. In
Figure 7, this cycle is illustrated [19)].

RETRIEVE

Retrieved
=

REUSE

Suggested
solution

Figure 7. CBR Flowchart

An initial description of a problem to solve (top
of Figure 7) defines a new case. This new case is
used 1o retrieve a case from the collection of
previous cases. The retrieved case is combined
with the new case - through reuse - into a sojved
case (i.e. a proposed solution to the Iinitial
problem). Through the revise process this
solution is tested for success (e.g. by being
applied to the real world environment or
evaluated by a teacher), and redressed if failed.
During retain, useful experience is retained for
future reuse, and the case base is updated by a
new learned case, or by modification of some
existing cases.

CBR can signify adapting old solutions to meet
new demands, using old cases to explain new
situations, using old cases to criticize new
solutions, or reasoning from precedents to
interpret a new situation (much like lawyers do)
or create an equitable solution to a new problem
(much like labour mediators do) [L5].

These different processings are joined around the
case memory which is the system's heart. In our
case the memory contains descriptions of incident

cases. An incident case is composed of data and
knowledge about incident declarations (ie.
symptoms: place, alarms, threshold values,
affected material), and incident solutions (i.e.
explanations about the cause of symptoms,
advised actions, consequences) and, possibly, a
description of the process to converge on the
solution (i.e. the strategy) and of the effects
produced on the network by the solution.

5.3 Diagnosis Support System

Design of the CBR assistance system has been
influenced by the requirements of the domain that
were discussed during presentation of the first
stage of our methodological approach. This
paragraph presents an overview of this system
with a detailed presentation of its major
components. A functional description of the CBR
assistance system is shown in Figure 8.

The CBR process of our system is common to
many other CBR systems [20]. The processing
starts with the rarger incident case editor, which
parses the input data and forms problem
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representations, each of which is called a problem
statement. This problem statement is passed to
the indexer/matcher, which is responsible for
retrieving those stored cases from the case-based
memory that are most relevant to the current
problem statement. The selector's function is to

choose the “most on point” successful case out of
the set of cases retrieved by the indexer/matcher.
The modifier (based on adaptation rules) must
then apply the experience recorded in the selected
case to the current situation, modifying it if
necessary.

ﬁafﬁc managil

t

User interface )—%j

Capitalizing module
« Load base/Save base
« Cases editor

» Indexing algorithm

Reusing module

» Target incident case editor

» Indexing/Similarity metric

« Case selector/Solution adaptation

B Case
base
CBR assistance system

Figure 8. Functional Description of the CBR Support System

5.3.1 Incident Case Representation

The incident cases, of the case-based memory, are
defined by means of an object oriented
knowledge representation language . Thus, a case
is represented within a class, as an object (i.e. an
instance of this class). The different classes of the
case base are categorized in an inheritance
hierarchy [21]. A class may be shown as a data
structure with its own properties. The object class
incident has for sub-classes switch incident and
circuit group incident. The most general classes
appear at the top of the class hierarchy. For
example, the class circuit group incident has the
characteristics of its upper-class incident and its
own attributes as number of circuits in use.

Main difficulty to design the case base is in the
definition of the incident case. Domain level of
the expertise model provides knowledge to
answer this problem. The different attributes
correspond to the situation when a problem was
first detected in the network, to causes and
consequences of that problem, to actions that
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should be taken to control the problem and some
explanations about diagnosis and actions.

53.2 Case Base Categorization and
Classification

The indexer/matcher is the part of the system that
retrieves cases that are similar to the current
problem statement. Given a situation and a
starting point, the indexer/matcher produces a list
of stored cases sorted out according to a
preliminary hint of relevance. There is a number
of characteristics of the domain which constrains
the choice of indexing structure and technique.
The domain supports a set of attributes which is
always significant in discriminating among
situations. We use a hierarchical discrimination
tree; this discrimination net represents a
conceptual map
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of the situations which the system may face with
[21]. According to the discrimination technique,
the indexer/matcher searches for a good
characterization of the current situation by a best
first spreading activation process. During this
process, “weight” is moved from one index (an
index represents a characterization of a situation)
to another. This weight gives confidence that the
index characterizes the current situation. This
search starts at one of a set of designated “root”
indices. As candidate cases are retrieved by the
match completely on the crucial “index” features
in order to be retrieved by the indexer/matcher.

The task of the selector, then, is to perform a fine-
grained match between the current problem
statement and the candidate cases and to
determine the most relevant of the candidate
cases [21].

At present , domain knowledge modelling part is
over. CommonKADS expertise model has been
specified and validated by the managers. In the
design stage, we have developed a library of C++
classes and functions which implement CBR
stages and knowledge of the expertise model.
Now, we develop the user interface of the CBR
assistance system, with X-Designer, and we
analyze results obtained, in laboratory, from a
large base of real incident cases. In a next stage,
we will compare these results with some re-using
experiences realized, with the managers, in the
control room. This validating phase allows to
precise the case base indexing and matching, and
the similarity measure used by the system to
retrieve the most similar cases.

6. Conclusion

The application of artificial intelligence
techniques to network traffic management has
proved to be interesting as far as the monitoring
function is concerned. The integration of these
functions (monitoring and control) should provide
the network managers with adequate tools in a
more and more complex environment.

The methodological approach presented in this
paper aims at offering to a user services of a
collective  memory in which he will find
components necessary for his decision -making.
Our framework has two main parts, which define

the originality and complementarity of this “user-
centred” approach:

- the expertise model developed during the
first KA stage of the approach, including a
process model of the CBR cycle and a task-
method structure for CBR;

- development of the expertise model in the
decision support system.

The two models are complementary and represent
two views on CBR. The first is a dynamic model
that identifies the main sub-processes of a CBR
cycle, their interdependencies and products (see
Figure 7). The second is a task-oriented view,
where a task decomposition and related problem -
solving methods are described.

Main originality resulting from this is the
integration of a modelling process in the bottom-
up approach of the example-based learning.
These aspects place the approach in a rebuilding
process of the reasoning from real knowledge of
the managers. This approach allows to develop
co-operative systems, which are more effective,
more adapted to the user's needs and thus better
accepted. Furthermore, the CBR approach allows
to propose solutions to problems in a very short
time. The fact of using a previously solved
problem lets us not have to re-execute treatments
and inferences to obtain a solution. Other (hybrid)
approaches combine CBR with model-based
reasoning (MBR) or/and rule-based reasoning
(RBR), to solve diagnosis problems (22, 23].

The CBR support system design that has been
described above specifically addresses problems
of continuous control applications such as traffic
management. The criteria imposed by a
continuous control application are responsible for
unique aspects of their design in the system. For
example, as discussed in this paper, to limit the
spread of a network problem and to provide a
satisfactory response to meeting a deadline, the
indexer/matcher performs a best-first spreading-
activation search. The selector in this system is
relatively sophisticated, devoting resources to
increasing its chance of choosing the most
relevant case at its first attempt. The design
approach of this CBR support system, is then
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motivated by the requirements of continuous
control applications; the system thereby extends
the applicability of CBR to a wide range of
practical problems. As the system is implemented
and evaluated, it will demonstrate the benefits of
CBR paradigm, and test the generality of the
approach for other related applications.

In conclusion, we can say that our methodological
approach is intended to act as a support for the
creation of a cognitive CBR support system
usable in different ways:

. assistance to solve on line control

problems;

- capitalize to exploit and preserve the
collective memory of the control site (i.e. place in
common and at managers disposai an expertise
originally spread in multiple sources: managers,
control system, files, papers, etc.);

- as a tutorial form intended for the new (or
not) managers training.

We think that such a system can represent one
key to solving a great challenge to a company: the
management of its corporate knowledge and thus
the improvement of its performances.
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