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1. Introduction

A simplified definition of the bourse or stock 
exchange is: the market where different shares of 
stock, bonds and other financial instruments are 
being sold and bought. The stock market facilitates 
the money flow between investors and stock issuers. 
The moment when an investor believes that a certain 
company can potentially develop, she/he buys stock 
shares in order (a) to be part of that business or (b) to 
sell the stock shares at a higher price. An unwritten 
capital market law states: “Buy low, sell high”. 

An investor must have a strategy when deciding 
what needs to be bought/sold and also tactics for 
buying/selling. In what regards the strategy, an 
investor would buy stock shares if the issuer has 
good financial results; has clients/outlets for his 
products/services; gives dividends to shareholders; 
the executive management has achieved good 
results in recent years; the sector in which he 
operates is expanding. Obviously when the issuer 
is no longer satisfying these requirements the 
investor would consider selling. 

The stock market produces massive amounts of data. 
This data needs to be processed by machine learning 
(ML) techniques. In recent years more and more 
artificial intelligence algorithms have been utilized 
to predict the stock market. A hybrid stock selection 
method that included stock prediction using extreme 
learning machine and stock scoring was applied on 

the A-share market of China (Yang et al., 2019). 
Switching regime, ANFIS and GARCH techniques 
have been employed in order to design a forecasting 
model for the stock market risk (Kristjanpoller & 
Mitchell, 2018). A combined fuzzy system and 
GARCH model was utilized to forecast stock market 
volatility (Hung, 2011). A hybrid model that uses 
neural networks (NNs) and fuzzy interference was 
used as a forecasting system (Badrul et al., 2015). 
Neural networks were yet again used to predict the 
stock market index in (Belciug & Săndiță, 2017), 
and (Moghaddam, Moghaddam & Esfandyari, 
2016). A genetic algorithm-based approach to 
feature discretization in artificial neural network has 
been used for the forecast of the stock price index 
(Kim & Han, 2000). In (Pehlivanli, Asikgil & Gulay, 
2016) the support vector machines (SVMs) are 
combined with four filter methods based on different 
metrics to obtain filtered features for forecasting 
stock prices for Istanbul Stock Exchange market. 
A hybrid model that consists of two linear models 
(autoregressive moving average model, exponential 
smoothing model) and a recurrent neural network 
were used for the prediction of stock returns (Rather, 
Agarwal & Sastry, 2015). An interesting approach 
was the analysis of twitter feeds that were found 
to be correlated with the Dow Jones Industrial 
Average (Bollen, Mao & Zeng, 2011). A hybrid 
time-series model was used for forecasting leading 
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industry stock prices in (Tsai et al., 2018). Bao, Lu 
& Zhang (2004) employed support vector machines 
regression for stock price prognosis. Khare et al. 
(2017) predicted the short-term stock price using 
deep learning. Nei & Xue (2016) applied the 
interval slope method for long-term forecasting of 
stock price trends.

This study focuses on a case-study regarding an 
intelligent decision system based on statistical and 
machine learning for an investors’ tactic in predicting 
the next intraday stock price. Significant percentages 
can be won or lost depending on the tactics applied 
for buying/selling shares. The market prices fluctuate 
according to the political situation around the globe 
or in a particular country, extreme natural phenomena 
(tsunamis, earthquakes), and the behavior of other 
investors (who buy or sell huge amounts of shares). 

Apart from the previously used methods, this paper 
analyses the efficiency of a group of different ML 
techniques that work together in a competitive/
collaborative way in order to obtain a global 
forecasting price for the next intraday transaction. 
In order to illustrate the pluses of this intelligent 
decision system it was applied on a real dataset 
obtained from Transilvania Bank (TLV) stock 
market at the Bucharest Stock Exchange (BVB), 
Romania. An important part of the decision system 
lies in the competitive stage, because only the first 
best competitors are chosen for the ultimate decision-
making. The collaborative stage of the framework 
uses a weighted voting system (WVS) that yields the 
last intraday stock price. The results of this intelligent 
system are benchmarked by using statistical tools. 

The remainder of this paper is organized as 
follows. Section 2 presents both the benchmarking 
stock market dataset and the design of the 
statistical learning framework. Section 3 sets forth 
the implementation of the intelligent decision 
system. Section 4 presents the experimental results 
and the model assessment, and Section 5 includes 
the discussion. Section 6 outlines the conclusions 
and tackles possible future directions.

2. Materials and Methods

Bucharest Stock Exchange Dataset 

The competitive/collaborative statistical learning 
framework was applied to real data from the 
BVB. The data concerns the transactions made 
by TLV from 01/03/2016 until 30/01/2019. The 
dataset contains 106306 records with 5 predictive 
attributes: best buy value, best buy price, best 
sell value, best sell price, and closing price. The 
dataset is not publicly available. The dependent 
variable that needs to be predicted is the next 
transaction price.

This case-study focuses on presenting a statistical 
learning framework that may help an investor to 
choose a tactic for minimizing the risks asSoCiated 
with selling and/or buying shares. Significant 
percentages can be won or lost depending on the 
strategy that has been applied in buying / selling 
the shares. For a better understanding of the TLV’s 
share evolution a graphic from December 19, 
2018 is illustrated in Figure 1. 

Figure 1. TVL stock prices for December 19, 2018
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It can be seen that the price increased by 7 bani 
(Romanian monetary unit, 100 bani = 1 RON), 
from 2.02 RON to 2.09 RON on a day that 
appeared to be normal, after which it suddenly 
dropped by 24 bani to 1.85 RON. 

On the other hand, on February 4, 2019, the price 
rose by 16 bani, as it is shown is Figure 2.

In both cases, the price variation is linked to 
rumors about government decisions. On December 
19, 2018, the government announced that they 
were going to tax the bank assets, whereas on 
February 4, 2019, the government announced that 
they had not decided yet whether they would tax 
the bank assets or not. 

A potential investor who wants to buy shares 
has the following level 1 information (as it is 
illustrated in Figure 3): minimum, maximum, 
average and best purchase price, best selling price, 
and the last transaction price. 

Figure 3. Level 1 information about stock  
market shares

Beside this data, a broker has access to level 2 
information that refers to the prices and quantities of 

orders that are placed on the market (as it is depicted 
in Figure 4, where Rem stands for “Remarks”).

Figure 4. Level 2 information about stock  
market shares

Figure 2. TLV stock prices for February 4, 2019
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Competitive / Collaborative Statistical 
Learning Framework

This study presents a statistical learning 
framework for forecasting the stock market price 
for the next transaction having as starting point a 
model proposed by Gorunescu et al. (2011). This 
automatic system works in two steps, as follows:

	- the competitive stage: a statistical 
benchmarking process analyzes n ML 
techniques that use regression to predict the 
stock market price for the next transaction, 
thereby establishing a hierarchy by taking 
into account different accuracy measures:  
the mean square error (MSE), the root mean 
square error (RMSE), the mean absolute 
error (MAE), the root mean squared log error 
(RMSLE) of the residuals obtained during 
this procedure (Mehdiyev et al., 2016). Other 
accuracy measures such as precision, recall, 
F-score, Receiver Operating Characteristic 
curve (ROC curve), Kappa, Matthews’s 
correlation coefficient can be used only when 
classification tasks are performed, not for 
regression. k models (k < n) are chosen. The 
value of k denotes the best ML models and it 
is selected by the user;

	- the collaborative stage: after the k ML 
models have been chosen in the competitive 
stage, they will work together in an ensemble 
to predict the value of the stock market price 
for the next transaction. Generally, the output 
price of the ML group is computed as the 
weighted average of each ML algorithm’s 
predicted price. Thus the final prediction 
carries more weight and is more reliable than 
the sole prediction of each competitor.

•	 Competitive phase

In the competitive phase, the intelligent 
informatics system applies all the initial ML 
algorithms on the stock market dataset. Next, the 
results are statistically assessed and a hierarchical 
structure is built depending on their value. 

Due to the fact that ML algorithms are stochastic 
algorithms, in order to obtain reliable results as 
effectiveness and robustness are concerned, they 
have to be run for a certain number of times. An a 
priori statistical power analysis (two-tailed type of 
null hypothesis) was performed to determine the 
appropriate sample size, i.e. the appropriate number 
of computer runs for each ML algorithm in order to 

achieve adequate statistical power (Altman, 1991). 
This indicates how many times a test should be 
performed in order to get a correct interpretation 
of the obtained results. Hence, in this case, a set of 
130 runs for every ML algorithm has been decided 
yielding a statistical power of 95% (for type I error, 
α = 0.005). The standard 10-fold cross-validation 
was used (Bishop, 1995).

Data screening involved applying the 
Kolmogorov-Smirnov and Lilliefors normality 
tests. The Kolmogorov-Smirnov one-sample 
test for normality computes the maximum 
difference between the hypothesized and the 
sample cumulative distributions (Belciug, 2020). 
The assumption “the considered distribution is 
normal” must be eliminated if the corresponding 
D statistics is meaningful.

The statistical analysis involves a benchmarking 
process that consists in analogy tests that concern 
the ML’s performance:

	- the MSE, RMSE, MAE, and RMSLE;

	- graphical representation of the target data 
versus predictions;

	- difference in means (t-test for independent 
samples).

The t-test for independent samples is based on 
Student’s t distribution. It is the most widely used 
method for evaluating the differences in means 
between two independent groups of observations. 
Based on two independent sets of observations, 
a point of interest is represented by the average 
difference between the two sets, while also taking 
into account the variability between observations. 
The t-test can be applied for independent samples 
providing that the variables have a Gaussian 
distribution within each set and the variances of 
the two sets are significantly distinct.

•	 Collaborative stage

In the second stage the weighted collaborative 
mode is performed. Every chosen ML algorithm 
is applied to novel data and the weighted average 
of their results is computed as the next transaction 
stock price determined by the weighted voting 
system (WVS). The WVS computes the final price 
by the following formula:
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	- let us consider that the hierarchy of the ML 
algorithms is kPPP ,...,, 21  ;

	- the weights of each ML are established 
indirectly proportional to their place in the 
hierarchy, that is: 1P  has kw =1  votes, 2P
has 12 −= kw  votes, ...,  kP  has 1=kw  vote. 
If two or more ML algorithms occupy the 
same place in the related hierarchy, the vote 
weights are also equal:
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Formula (1) is for the computation of the weighted 
voting system, and many practitioners are using it.

Algorithm 1 explains the statistical learning 
framework broadly.

Algorithm 1. 

Input. Training dataset

Step 1. Run each ML algorithm on the dataset 120 
times using 10-cross validation. 

Step 2. Compute MSE, RMSE, MAE, RMSLE.

Step 3. Plot graph for a better visualization of 
target versus predictions.

Step 4. Rank the ML algorithms according to their 
MSE, or RMSE, MAE, and RMSLE, and assign 
the vote weights.

Step 5. Apply the normality tests: Kolmogorov-
Smirnov & Lilliefors.

Step 6. Apply t-test to see if there are significant 
differences in means between the results obtained 
by using the ML algorithms. In case there are no 
significant differences update ranks and weights.

Step 7. Compute final intraday stock market price 
using the WVS formula above.

Output: intraday stock market price.

3. Calculation

In this study six ML algorithms were used: a 
multilayered perceptron neural network (MLP), 

a radial basis function (RBF), support vector 
machines (SVM), multivariate adaptive regression 
splines (MARSplines), boosted trees (BT) and 
random forests (RF).

(a) Multilayer perceptron is one of the most 
widely used neural networks, which consists of 
3 or 4 layers: an input layer, one or two hidden 
layers of neurons and an output layer. The 
backpropagation algorithm is used as a training 
method. The output values of the network 
are confronted with the target values and the 
global error is calculated by means of an error 
function E. Taking into account the result, the 
error is propagated backwards into the network 
in order to adjust the weights so that the error 
is minimized. The gradient vector of the error 
function  ),...,,( 21 pwwwEE = is computed.

Mathematically speaking, if the input ix  produces 
the output iy  which is different from the ground 
truth id , then the error function should be 
minimized, which can be defined as:

2
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E can be minimized through the iterative process 
of the gradient descent method:
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Each weight of the network will be updated 
afterwards using the increment:

i
i w

Ew
∂
∂

−=∆ η

In this work the three-layer MLP with 5 input 
neurons, 7 hidden neurons and 1 output neuron 
was used.

(b) Radial basis function (RBF) is a neural 
network that contains a hidden layer of radial 
units, which model a Gaussian response surface. 
The training of a RBF is much faster than that of a 
MLP. As a drawback, the RBF is more susceptible 
to the curse of dimensionality. 

In a RBF the activation of a hidden neuron is 
computed using the distance between the input 
vector and a prototype vector. A RBF uses 
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hyperspheres characterized by radii and centers 
to divide up the space. Mathematically speaking, 
M basis functions are considered that map the 
network as follows:

( ) ( )∑
=

=
M

j
jkjk wy

1
xx φ ,

                                      

(4)

where ϕ is the classical Gaussian basis set, 
expressed by:
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where x is the input vector, jµ  is the vector that 
determines the center of the basis function jφ , and 

jσ  is the width parameter. 

The training of a RBF is performed in a two-stage 
procedure. In the first stage the training dataset is 
employed in order to determine the parameters 
of the basis function jµ  and jσ , while in the 
second stage the weights wkj are determined. The 
sum of squared errors needs to be minimized in 
the training process (Gorunescu, 2011). 

In this study one used a RBF with 5 input neu-
rons, 7 hidden neurons and 1 output neuron.

(c) Support Vector Machine - Regression (SVR) 
is a ML algorithm that apart from being used 
in pattern recognition is also utilized for non-
linear regression. Given a regression problem 
represented by the equation

( ) vfd += x ,                                                (6)

where d is the scalar dependent variable, x is a 
vector that contains the predictors, f  is a scalar-
valued non-linear function, and v  is the ‘noise’, 
the dependence of d upon x should be evaluated 
(that is f , also the distribution of v ). 

In order to do so, let’s denote by y the estimate of 
d and ( ) ( ){ }mjgg j ,...,2,1,0, == xx  a set of non-
linear basis functions. The expansion of y shall be 
considered in terms of ( )xg  as:
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where w  is the weight vector.

The function of a SVR that estimates d is 
an ε -insensitive loss function, given by the  
following formula:
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Hence, one should minimize the empirical risk, R :
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with the constraint: c≤w , where c  is a 
constant. For more details see (Drucker et al., 
1997), and (Vapnik, Golowich & Smola, 1996). 
In this study 25 support vectors were used.

(d) Multivariate Adaptive Regression Splines 
(MARSplines) is a nonparametric method that 
makes no supposition about the underlying 
functional relationship that exists between the 
predictive variables and the dependent one. This 
relationship is built by the MARSplines with a 
set of coefficients and basis functions that are 
determined by the data involved. The MARSplines 
use a divide-et-impera method that divides the 
input space into zones, each of them with its own 
regression. MARSplines is not sensitive to the 
curse of dimensionality. 

MARSplines build models using the following 
equation:

( ) ( )∑
=
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K
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ii xBcxf

1
,
                                          

(10)

where ic  is a constant coefficient, and ( )xBi  are 
the basis functions.

The basis functions can be: (i) a constant, the 
intercept, (ii) a hinge function of the form: 

( )constxmax −,0  or ( )xconstmax −,0 , or (iii) a 
product of hinge functions.

(e) Boosted Trees (BT - Stochastic Gradient 
Boosting) compute a sequence of simple decision 
trees, where each tree is built on the prediction 
residuals of the preceding tree of an independently 
drawn random sample. The randomness is used 
in order to prevent overfitting. Using a boosted 
method, the BT combines trees in an iterative 
fashion. In BT, the trees are not grown to 
completion, the size of a tree being specified by 
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a model parameter. The objective of the BT is to 
minimize the MSE, RMSE, MAE, and RMSLE. 
In this study 200 trees have been used.

(f) Random Forests (RF) are a “combination 
of tree predictors such that each tree depends 
on the values of a random vector sampled 
independently and with the same distribution 
for all the trees in the forest” (Breiman, 2001). 
In RF, a bootstrap sample of the training set is 
chosen. At each step a small random sample of 
the predictor variables is selected and the best 
split is made taking into account that particular 
set of variables. The process continues in this 
manner until the tree reaches the largest possible 
size and is left unpruned. The procedure is 
repeated for a certain number of times. The final 
response is an average of the predictors of all the 
trees in a collection. When used for regression, 
the tree response is an estimate of the dependent 
variable given the predictors. Each tree produces 
a numerical response value. In this study 100 
trees were used.

The algorithms and benchmarking process 
have been performed using STATISTICA 12 
(StatSoft Inc.) For more details concerning 
the above-mentioned ML techniques, see the 
papers (Gorunescu, 2011) for the competitive /
collaborative systems; (Bishop, 1995) for neural 
networks fundamentals; (Breiman, 2001) for 
random forests ML algorithm; (Chu, 2019) for 
spline models; (De’ath, 2007) for boosted trees; 
(Denisko & Hoffman, 2018) for random forests; 
(Elith, Leathwick & Hastie, 2008) for regression 
trees; (Grant, Eltoukhy & Asfour, 2014) for neural 
networks; (Natekin & Knoll, 2013) for gradient 
boosting machines; (Przybylek, Jelinski & 
Cysewski, 2019) for committee decision; (Stoean 
& Stoean, 2014) for SVM; (Jammalamadaka, 
Qiu & Ning, 2019) for times series approach; 
(Chinthalapati, Mitra & Serguieva, 2019) for big 
data and noise.

4. Results

Experimental Results

Each ML competitor from the statistical learning 
framework has been applied on the TLV dataset. 
In Table 1 the MSE, RMSE, MAE, and RMSLE 
of the competitors are presented.

Table 1. Accuracy measures

ML type MSE RMSE MAE RMSLE
MARSplines 0.000019 0.0043 0.0041 0.0001

MLP 0.00002 0.0044 0.0042 0.0001
SVR 0.00006 0.0077 0.0075 0.0001
RF 0.00023 0.015 0.014 0.0003
BT 0.00136 0.036 0.034 0.0008

RBF 369276.4 192.16 191.78 4.79

It can be seen that irrespective of the accuracy 
measure used, the hierarchy remains the same 
(Table 2). It was decided to use MSE because 
it is the most widely used accuracy measure for 
regression. The hierarchy according to the MSE 
obtained by each ML algorithm is displayed 
in Table 2. Table 2 also features the weight of 
each ML algorithm according to its ranking. 
One should keep in mind that this is the initial 
weight that might be changed during the statistical 
benchmarking process.

Table 2. Statistical learning framework hierarchy and 
weight setting

ML type MSE Hierarchy 
ranking Weight

MARSplines 0.000019 1 5
MLP 0.00002 2 4
SVR 0.00006 3 3
RF 0.00023 4 2
BT 0.00136 5 1

RBF 369276.4 6 0

In Table 2 it can be seen that the weight of the 
RBF was set at 0, due to the fact that its MSE 
value is too high in comparison with the others. 

In correlation with Table 2, a visual comparison 
of the forecasting performance of each of the six 
ML techniques is presented in Figures 5, 6, 7, 8, 
9 and 10.

The graphical representation of the performances 
of the ML algorithms was used, because it is 
recommended for comparing ML algorithms since 
it gives insight into the capabilities of each one 
of them. 

The forecasting performances of the MLP, 
SVR, MARSplines, BT and RF will be further 
considered. Since the RBF performed badly in this 
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special case study, its corresponding performance 
will not be analyzed any further.

Remarks. All the presented algorithms are of 
stochastic nature and they represent metaheuristic 
techniques. Therefore, their architectures are 
chosen accordingly and their parameters are not 
computed. They are heuristically chosen, based on 
their performance. 

The results above only reflect the performances 
of the above-mentioned MLs for this special 
database. It is noteworthy that the performance  

of each ML strongly depends on the dataset used, 
consequently the ML hierarchy depends on the 
problem to be solved, and therefore the statistical 
learning framework will have to be adjusted every 
time to the actual case it will be used for.

Statistical Assessment

In order to perform other comparison tests, it is 
necessary to verify if the sample data has a normal 
distribution. Hence, in this work the Kolmogorov-
Smirnov and Lilliefors tests were applied. The 
outcome is depicted in Table 3.

Figure 5. Target vs. Prediction - MLP Figure 6. Target vs. Prediction - RBF

Figure 7. Target vs. Prediction - SVM Figure 8.  Target vs. Prediction - MARSpline

Figure 9. Target vs. Prediction - Boosted Trees Figure 10. Target vs. Prediction - RF
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Table 3. Testing the normality of the ML algorithms 
forecasting performances

Algorithm
Kolmogorov-Smirnov

K-S max D Lilliefors p
MLP 0.469 < 0.01
SVR 0.467 < 0.01

MARSplines 0.479 < 0.01
BT 0.340 < 0.01
RF 0.365 < 0.01

In Table 3 it can be seen that regardless of the 
ML algorithm used, the data is not normally 
distributed, p < 0.01. However, one can 
presume that the distribution is nearly Gaussian, 
irrespective of the distribution of the predictions, 
due to the fact that the sample size is over 100.

If the assumption of the t-test for independent 
samples was accomplished, one can use it to 
assess the difference in means between the five 
ML techniques. The results of the t-test are 
depicted in Table 4. It can be seen that there are 
highly significant differences in means (p-level < 
0.001) between the five ML algorithms, although 
the MSE values are close enough, except for the 
MLP and the MARSplines. Consequently, the 
weights will be updated for all the methods, 
thereby assigning equal weights and ranks to 
the MLP and MARSplines, as it can be seen in 
Table 5. 

Table 4. Compared testing performances (t-test) for 
the ML algorithms

Variable t-test/p-level
MLP vs. SVR -7.32 / 0.000

MLP vs. MARSplines -0.89 / 0.36
MLP vs. BT -60.03 / 0.000
MLP vs. RF -38.36 / 0.000
BT vs. RF 49.14 / 0.000

SVR vs. MARSplines 6.85 / 0.000

Table 5. Weight assigning in competitive mode

ML type Hierarchy ranking Weights
MARSplines 1 4

MLP 1 4
SVR 2 3
RF 3 2
BT 4 1

5. Discussion

In the previous section one could see that the 
competitive stage has generated the following 
hierarchy depending on the forecasting prognosis: 
MARSplines, MLP, SVR, RF and BT. In a more 
selective competition only the first two or three 
competitors might have been chosen. Still, in the 
following analysis all five ML techniques will  
be considered.

By implementing the second stage of the statistical 
learning framework, an overall automatic forecast 
of the next transaction price can be performed. A 
concrete example is presented in Table 6.

Table 6. Concrete example of the WVS

Model Target Predicted 
value Weights Residuals

MLP

2.38

2.38067 4 0.0006
MARSplines 2.3825 4 -0.0025

SVR 2.379 3 -0.001
RF 2.3811 2 -0.0011
BT 2.3633 1 0.0167

WVS = (2.38067x4+2.379x3+2.3825x4+
2.3633x1+2.3811x2)/(4+3+4+1+2) = 2.3796 -0.0003

In Table 6 one can see how the statistical learning 
framework performs. The next transaction real 
price (target) is 2.38. 

MLP obtained 2.38067 with a residual of 0.0006, 
MARSplines obtained 2.3825 with a residual of 
-0.0025, SVR obtained 2.379 with a residual of 
-0.001, RF obtained 2.3811 with a residual of 
-0.0011 and BT obtained 2.3633 with a residual 
of 0.0167. After applying the WVS it can be 
seen that the final predicted price for the next 
transaction is 2.3796 with a residual of -0.0003. 
The residual obtained by the WVS has a smaller 
value than all the other residuals obtained by each 
ML in the competitive stage, which confirms the 
effectiveness of the statistical learning framework 
in comparison to separate stand-alone models.

The competitive/collaborative system was applied 
on the whole dataset. The results in terms of MSE 
are illustrated in Table 7. 

Table 7. Competitive/collaborative intelligent  
system MSE

Competitive/collaborative system MSE
WVS 0.000009
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Besides, a t-test analysis was performed for the 
MSE, MARSplines and MLP methods to see 
whether the improvement achieved is indeed 
statistically significant (Table 8). 

Table 8. Compared testing performances (t-test)

Variable t-test/p-level
WVS vs. MARSplines -5.48 / 0.000

WVS vs. MLP -3.84 / 0.000

In Table 8 it can be seen that there is a statistically 
significant improvement in terms of MSE, when 
comparing the competitive/collaborative system 
with the best two stand-alone competitors 
(p-level < 0.05).

It can be stated that the aim of this paper was 
to explore the approach of a competitive/
collaborative committee of machine learning 
techniques. A strong shared belief is that the 
five above-mentioned algorithms and their 
combination are enough to prove the viability of 
this approach.

Since all the algorithms are stochastic, not 
deterministic, one cannot reproduce the results 
in an exact manner, even if one had the source 
code or dataset. That is why data scientists use 
statistical analysis for validation. 120 computer 
runs were performed and the 10-fold cross-
validation was applied, in order to achieve 95% 
statistical power.

6. Conclusion

This study investigated the effectiveness of 
a statistical learning framework based on a 

competitive / collaborative approach for the 
task of achieving a confident real-time forecast 
of the next price transaction for a share on the 
stock market. 

To identify which ML model is best fitted for 
this task, a profound statistical benchmarking 
procedure together with a WVS were utilized.

The strong point of this model lies in the fact 
it does not rely on a single ML technique 
for predicting the price for the next intraday 
transaction. The forecast is made by a dynamic 
adaptable system, which merges the predictions 
of each standalone algorithm while taking into 
account its overall performance. The framework’s 
flexibility is due to:

	- the trustworthy statistical method of choosing 
the best competitors for each specific case 
(database), based on comparison tests;

	- the WVS, which enhances the system 
performance (due to the fact that the 
performance determines the weights) and 
thus correcting any possible individual error 
that may appear.

The experimental results have shown that the 
statistical learning framework obtained a lower 
value for the residual, than that of each standalone 
model, thereby featuring a robust behavior with 
respect to automatic forecasting reliability.

Possible future works may explore ways of 
extending the statistical learning framework 
through the integration of other ML techniques, 
preferably time-dependent ones, and may explore 
other WVS models.
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