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1. Introduction

The high prevalence of Alcohol Use Disorder 
(AUD) and its associated risks among students 
underscores the need for early identification and 
intervention (Kast & Avery, 2019). Despite the 
significant global burden of alcoholism, there 
remains a lack of effective, evidence-based 
treatments, emphasizing the potential of novel, 
technology-supported approaches, including 
mechanistically distinct medications (Stokłosa et 
al., 2023).

Machine learning has shown promise in 
predicting alcohol addiction and facilitating the 
early detection of AUD among students (Stüben 
et al., 2023). However, unlike other domains, 
AUD prediction in clinical settings must balance 
accuracy with interpretability and computational 
efficiency. Model interpretability is essential for 
identifying factors contributing to addiction risk, 
enabling tailored clinical interventions.

Additionally, an efficient computational resource 
utilization is critical for processing large datasets 
and deploying predictive models in a timely 
manner. Thus, the central challenge lies in achieving 

interpretability and computational efficiency 
without compromising predictive performance.

Feature engineering plays a pivotal role in 
addressing these challenges. Without a robust 
strategy, predictive models could lack transparency 
or demand excessive computational resources, 
which would limit their practical applicability 
(Chatzimparmpas et al., 2022). The existing 
techniques for feature extraction face the ongoing 
challenge of selecting an optimal subset of features 
from the dataset’s attributes (Uddin et al., 2018).

The existing methods often prioritize overall 
accuracy, which can mask the performance of 
the model in identifying true positives (Hung et 
al., 2023). Improving recall is crucial in medical 
diagnosis to ensure that individuals with a certain 
condition are correctly identified and receive an 
appropriate intervention. Many feature selection 
methods fail to optimize feature discriminative 
power, resulting in models that struggle to 
distinguish between classes (Chakroun et al., 
2023). This results in poor model performance 
and unreliable predictions.
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For AUD predictions, recall is critical for diagnosis 
and preventing false negatives. Similarly, 
discriminative power is important for accuracy of 
predictions and better decision making. Traditional 
feature selection methods may not fully leverage 
the potential of both kernel-based and linear 
models, leading to a suboptimal performance in 
classification tasks. Specifically, the key technical 
challenge is enhancing recall and discriminative 
power while preserving model interpretability and 
efficiency for real-world applicability. 

Henceforth, this study aims to address these issues 
by employing an automatic feature engineering 
approach to identify the optimal subset of features 
and evaluate kernel-based models’ predictive 
performance. This approach reduces subjectivity 
associated with manual feature selection, mitigates 
the risk of overlooking optimal solutions, and 
adapts dynamically to changes in datasets. 

Therefore, unlike Traditional Relief and 
ReliefF algorithms, which focus on local, direct 
associations and do not account for minority class 
bias, making them less effective at improving 
recall in imbalanced datasets, the enhanced 
RReliefF with Boosting employs a comprehensive 
feature aggregation and selection strategy that 
identifies features relevant to positive cases. This 
enables the model to better capture challenging 
cases, significantly improving recall. Ultimately, 
it enhances predictive power and interpretability, 
improving AUD prediction in clinical applications.

This paper is organized as follows. Section 2 
reviews the state-of-the-art approaches. Section 3 
outlines the proposed methodology, while Section 
4 presents the experimental setting. Section 5 
discusses the obtained results and Section 6 refers to 
the application of the proposed model to real-world 
scenarios. Finally, Section 7 outlines the conclusion 
of this paper and future research directions.

2. Related Works

Multiple studies have been conducted to identify 
influential features in AUD with high dependency 
on statistical methods, including the works of 
Brunborg et al. (2021), Wang et al. (2018) and 
Arshad et al. (2015), as well as developing 
predictive models with different feature selection 
techniques (Win et al., 2022a; Sarić et al., 2019). 

Notably, Win et al. (2022a) developed an AI-
based virtual therapist to support alcohol relapse 
prevention. Authors utilized different machine 

learning techniques to personalize interventions. 
Feature engineering is achieved through manual 
selection to be implemented based on a traditional 
machine learning model. 

Symons et al. (2020) compared clinical 
psychologists and “trained” machine learning 
models to explore the predictive accuracy for 
alcohol dependence treatment outcomes. Sarić et 
al. (2019) used a decision tree-based algorithm 
to identify alcohol addicts among high school 
students. Singh et al. (2022) explored machine 
learning algorithms for predicting alcohol 
consumption rates and the Random Forest 
and Decision Tree algorithms as the highest 
performing models. 

Ruiz-España et al. (2023) adopted the filter 
method and wrapper method for feature selection 
to select the optimal number of features from the 
alcoholic patients’ dataset. The findings showed 
that Support Vector Machine (SVM) with a Radial 
Basis Function (RBF) kernel coupled with a 
wrapper feature selection method achieved an 
Area Under the Curve (AUC) value of 0.906, but 
required nearly 19 minutes of computational time 
on a high-performance Intel processor.

Palaniappan et al. (2017) employed deep learning 
techniques, including Multilayer Perceptron 
(MLP) and AutoMLP, to classify alcohol 
addiction among secondary students with a dataset 
consisting of 15 manually selected features. By 
contrast, Ismail et al. (2018) trained various 
machine learning models directly on the chosen 
dataset without employing any feature selection 
techniques. Kinreich et al. (2021) used a multi-
feature machine learning approach to predict the 
alcohol use disorder. 

Although the above-mentioned studies have 
successfully reached their objectives, the common 
gap across the studies can be interpreted as the 
absence of balance between performance and the 
resource consumption ratio. Deep learning-based 
feature extraction has disadvantages, including 
environmental limitations, the number of data 
sources required for training, and the performance 
of the algorithm (Zhao et al., 2021). Likewise, 
wrapper methods feature a high computational 
complexity and take a significant amount of time 
to complete (Verhaeghe et al., 2022).  Balancing 
the demand for top-notch features with the 
associated expenses underscores the necessity for 
a more efficient and scalable feature engineering 
(Zhang et al, 2020; Mamikonyan et al., 2020).
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On the other hand, Support Vector Machine (SVM), 
a kernel-based model, is typically considered 
the most complex among the three approaches 
(i.e. Linear, Kernel-based and Ensemble-based), 
due to its ability to create non-linear decision 
boundaries by mapping input features into a 
higher-dimensional space using kernel functions 
(Olorisade et al., 2022). Likewise, Nikhitha et al. 
(2021) reported kernel-based methods guarantee 
structural risk minimization and global optimal 
solutions, but they may struggle with large-scale 
datasets due to their computational complexity.

Therefore, exhaustive search and deep-learning 
based feature extractions are not the ideal 
candidates to combine with complex models like 
the kernel-based approach due to the potential 
added complexity and increased resource 
consumption. Given the inherent complexity of 
kernel-based models, there is a need to explore 
underrated feature engineering approaches that 
complement the complexity of kernel-based 
models and leverage AUD prediction. In short, 
these facts underscore the need for a simple yet 
effective feature engineering approach for enabling 
kernel-based AUD prediction in clinical settings.

3. The Proposed Method

Unlike the previous studies which focused on 
feature ranking based on their importance or 
statistical representations, the proposed method 
integrates the Relief algorithm with the XGBoost 
boosting algorithm for the implementation of the 
automated feature selection process to identify 
the optimal number of n features to be used in 
alcohol addiction predictive models. Through 
iterative feature subset evaluation, the proposed 
method systematically evaluates different subsets 
of features and selects the subset that maximizes 
predictive performance, thereby leveraging 
ReliefF’s feature rankings effectively.

The proposed method includes five major steps, 
namely aggregated feature ranking, automated 
feature selection, optimal feature subset 
formulation, prediction model implementation and 
evaluation. Firstly, the original dataset consists of 
multiple data points, which makes it challenging 
to identify the influential features for alcohol 
addiction prediction. Therefore, the highest 
feature importance scores across different Relief 
algorithms (Relief, ReliefF and RReliefF) are 
extracted and aggregated as a ranked list. 

Secondly, the XGBoost boosting algorithm is 
equipped on top of the ranked list with cross-
validation to measure the model`s predictive 
performance for a different subset of ranked 
features iteratively. During cross-validation, 
XGBoost provides a reliable estimate of the 
feature subset`s performance, leveraging its ability 
to capture complex patterns and interactions, 
and assisting it to identify the most informative 
features. Thirdly, optimal features are identified 
as the best combination of the highest predictive 
accuracy with the input set of features from the 
ranked list. 

Fourthly, the optimal number of features is used 
as input to train different classification models 
i.e. Linear, Kernel-based and Ensemble-based 
models to observe the performance of diverse 
classification families on the enhanced relief 
algorithm. Lastly, the balanced accuracy and 
discriminative power across the selected models 
are compared and evaluated to find the best 
predictive model that complements enhanced 
feature engineering. With this approach, the 
most influential factors for alcohol addiction are 
identified, leading to more accurate predictions. 
The proposed method is depicted in Figure 1.

Regarding the selection of methods, the Relief-
based algorithm family is chosen due to its 
efficiency and scalability. Relief is computationally 

Figure 1. Overview of the proposed method
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efficient compared to wrapper methods, as it does 
not require a repeated training of the model. This 
efficiency is valuable for datasets with a number 
of attributes and records which is moderate to 
large. Morevoer, Relief algorithms scale well with 
the number of instances, making it suitable for 
AUD datasets. 

On the other hand, with regard to the classification 
algorithms, different types of classifiers from 
each classification family are chosen as Linear 
(LR), Kernel-based (SVM) and Ensemble-based 
(RF) to evaluate the reaction of enhanced feature 
engineering approach on different classification 
types. In terms of complexity management, the 
chosen algorithms (LR, SVM, RF) are scalable 
and can be parallelized, which makes them 
suitable for handling the dataset efficiently. 
Besides, systematic hyperparameter tuning (i.e. 
grid search, random search) is employed to find 
the optimal settings for each model, ensuring a 
balanced complexity and performance.

3.1 Enhanced Relief Algorithm for 
Feature Engineering

The major technical correction proposed for the 
above-mentioned method lies in overcoming 
the limitation of the Relief algorithm based on 
instance-level feature ranking and leveraging 
ReliefF algorithm’s rankings into actionable 
subsets for machine learning model training. 
Traditional Relief algorithm includes three 
technical steps, namely Initialization, Feature 
Importance Calculation and Feature Ranking. The 
drawback is that it does not suggest the relevant 
feature subset for the model training. 

On the other hand, the proposed feature 
engineering enhancement includes four steps, that 
is Initialization, Aggregated Feature Importance 
Calculation, Feature Ranking, and Automated 
Feature Selection. The proposed method enhances 
technical correctness by empirically validating 
feature subsets i.e., instead of manually choosing 
n_features, the algorithm evaluates multiple 
feature subsets and selects the one yielding the 
highest cross-validated score, thus improving 
predictive performance. The significant 
improvement consists in addressing the arbitrary 
feature selection issue related to the traditional 
Relief algorithm. The high-level algorithm for the 
proposed model is illustrated below in Figure 2.

Figure 2. The enhanced feature engineering algorithm 

3.2. Complexity Analysis for the 
Enhanced Feature  
Engineering Algorithm

For feature ranking, the importance of each 
feature is computed for each data point (instance). 
If m is the number of instances and f is the 
number of features, the complexity is denoted 
as O(3.m.f) = O(m.f). Next, for the consolidated 
ranking, it involves sorting and merging, which 
has a complexity of O(flogf). 

On the other hand, for automatic feature selection 
with cross-validation, each number of features n 
in the range Frange is trained iteratively. Suppose 
the maximum number of features is N and 
the number of cross-validations is k. For each 
number of features n, XGBoost takes an amount 
of computational time which is proportional to 
m.nlogn. Since this exercise is executed for each 
subset of features and for each validation, the total 
cost is O(k.m.f2logf).

Next, different classifiers are used for training 
on the best number of features found in the 
previous step, which interprets the complexity as 
O(m.(n*)2). Since n* ≤ f the total cost is O(m.f2). 
Lastly, as evaluation is concerned, the total cost of 
evaluating takes an amount of computational time 
which is proportional to m.n* which is O(m.f) since 
n* ≤ f. The dominant term here is O(k.m.f2logf) 
from the automated feature selection step, because 
it grows the fastest as f and m increase. The total 
computational time for the algorithm is the sum of 
computational times for all the steps. However, the 
step with the highest time complexity dominates 
the total time. Thus, the total time complexity of 
the algorithm is primarily O(k.m.f2logf).
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4. Experimental Setting

The experimental setting of the study includes 
data acquisition, data preprocessing, modeling, 
model evaluation, and deployment. The exper-
imental testbed is Intel(R) Core (TM) i5-6500 
CPU @ 3.20GHz, 16GB RAM and 6GB GPU.

4.1 Datasets

This experiment utilized two datasets. The first, 
the Student Dataset by Cortez & Silva (2008), 
comprises 33 attributes and 1,044 records. The 
second, the Drug Dataset by Fehrman et al. 
(2017) contains 32 attributes and 1,885 records. 
The Student Dataset serves as the primary 
dataset for end-to-end experimentation, while 
the Drug Dataset is used to replicate selected 
experiments, which demonstrates the robustness 
and performance of the proposed approach. 

4.2 Data Preprocessing

Due to the absence of the target variable alcohol 
addiction in the analysed data, a new variable 
called addiction was created with existing 
attributes using the recommended method in 
equation (1), proposed by Shukla et al. (2018):

[( 2) ( 5)]
7

Walc Dalcaddiction × + ×
=

              
(1)

The new target variable, addiction, was then mapped 
to a binary outcome as it is shown in equation (2), 
where 1 means having an alcohol addiction and 0 
means not having an alcohol addiction:
addiction > 3 = 1
addiction ≤ 3 = 0                                           

(2)

The dataset was then divided into 2 sets, as 
training and a testing set, with a ratio of 8:2.

4.3 Aggregated Feature Ranking

Relief-based algorithms, namely Relief, ReliefF, 
and RReliefF, are employed to extract features 
that have the highest feature importance scores. 
Among all feature engineering methods, Relief 
algorithms are recommended for exploration 
due to their ability to balance interpretability 
and computational efficiency effectively. Relief 
algorithms have been shown to prioritize relevant 
features while handling noise and imbalanced data, 
which makes them suitable for tasks where model 

transparency and computational resources are 
paramount, such as alcohol addiction prediction 
in clinical settings. The generic formula of Relief-
based feature selection methods can be represented 
as in equation (3), where xi is the instance being 
evaluated, ( )r

ix  is the nearest instance of the same 
class and ( )

ix δ  is a different class, d is the distance 
between instances and N represents the number of 
features as n_features.

( ) ( )

1

( , ( , )( )
r

k i i i i
i j

d x x d x xRelief based x
N=

− +
− =∑

δ

  
(3)

After computing feature importance scores 
using Relief-based algorithms, an aggregated 
feature selection approach is employed to extract 
influential features. The top features with the 
highest scores from each algorithm are selected 
independently, ensuring the identification of a 
subset of the most influential features.

Overlapping features across all three sets are then 
identified, as they indicate a consistent importance 
across algorithms, and are considered influential 
regardless of the specific Relief-based algorithm 
used. These influential features, extracted from 
the overlapping sets, are presented as a unified 
set in the dataset, which emphasizes their robust 
importance across different algorithms and 
enhances feature selection reliability.

4.4 Automated Feature Selection

Following the completion of feature ranking, the 
XGBoost boosting algorithm is implemented 
within a cross-validation framework to evaluate 
the performance of different subsets of features. 
This step uses a ranked list based on aggregated 
feature engineering as the input and iteratively 
selects top n-ranked features to determine the 
subset of features that yields the best cross-
validated performance, ensuring robustness in 
feature selection. The XGBoost algorithm is 
known for its strong performance and ability to 
handle complex datasets. When used in the feature 
selection process, it provides a robust measure of 
how well a subset of features performs. XGBoost 
can capture the non-linear relationships and 
interactions between features, which makes 
it an excellent choice for evaluating the true 
importance of features. This capability ensures 
that the selected features are genuinely useful 
for prediction, even if their relationships with the 
target variable are complex.
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Using cross-validation to evaluate different feature 
subsets ensures that the feature selection process 
is robust and generalizes well for new data. This 
systematic approach is technically correct as it 
mitigates the risk of overfitting and ensures that 
the selected features are truly relevant for the 
prediction task.

4.5 Optimal Feature Subset 
Formulation 

The outcome of automatic feature extraction 
determines the optimal set that maximizes the 
employed model`s predictive performance. The 
selection is based on criteria such as predictive 
accuracy, model interpretability, or computational 
efficiency The resulting new feature list, refined 
through rigorous validation, is ready in this stage 
for integration into the proposed classification 
model. This approach not only enhances model 
interpretability but it also ensures that the 
selected features contribute significantly to the 
classification task at hand.

The selected optimal feature subsets are validated 
against the existing literature in the public health 
domain to ensure their relevance and consistency 
with regard to the known factors influencing 
the studied condition. This cross-verification 
enhances the credibility of the feature selection 
process and aligns the model with the established 
public health knowledge.

This phase confirms a subset of features from a 
larger set of available features as the subset of 
optimal features that maximize the performance 
of a machine learning model for alcohol 
addiction prediction.

4.6 Modelling

For modelling purposes, three distinct families 
of classifiers were selected. Logistic Regression 
(LR) was chosen for the Linear family, Random 
Forest (RF) for the ensemble-based family, and 
Support Vector Machine (SVM) for the kernel-
based family.

The LR is a type of generalized linear model 
(GLM) which is used for modelling the 
relationship between a dependent variable and 
one or more independent variables (Arshad et 
al., 2023). RF is an ensemble learning method, 

belonging to the family of decision tree-based 
models. RF builds multiple decision trees during 
training and outputs the mode of the classes 
(classification) or average prediction (regression) 
for the individual trees (Zhu, 2020).

The SVM was chosen for its capability to handle 
non-linear classification tasks by mapping data 
into a higher-dimensional space using kernel 
functions. They are a class of algorithms for 
classification and regression, representing the 
current state of the art (Mathar et al., 2020), also 
claimed to be facing challenges with complexity 
and a higher consumption time (Ruiz-España et 
al., 2023). 

By comparing LR, RF, and SVM, the performance 
of different types of classifiers can be evaluated 
across various aspects such as predictive 
accuracy, interpretability, and the ability to 
handle different types of data distributions. This 
comprehensive comparison helps in selecting the 
most appropriate classifier for alcohol addiction 
prediction based on the specific characteristics 
of the analysed dataset.

For the model training process, the dataset was 
split according to a 80:20 ratio into a training 
and a testing set, and the selected classifier 
was trained on the training set and evaluated 
with the testing set. Rounds of experiments 
were conducted with each classifier for each 
Relief-based algorithm, which helped to assess 
the stability and consistency of the models’ 
performance across different feature selection 
techniques. By repeating the experiments, any 
variability or fluctuations in model performance 
was detected, ensuring the reliability of the 
results and providing insights into the robustness 
of the chosen classifiers. 

4.7 Evaluation

The evaluation utilized Precision, Recall, the 
F-score, AUC, Log Loss, Matthews Correlation 
Coefficient (MCC), and Training Time (T-time) 
to comprehensively assess model performance 
and align with the research objectives. Precision 
evaluates the proportion of true positives among 
the predicted positives, while Recall measures 
the model’s ability to identify all true positives, 
both critical for minimizing errors in AUD 
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detection. F-score balances Precision and Recall, 
which is particularly valuable for imbalanced 
datasets. AUC assesses discriminative power 
across classification thresholds, offering an 
aggregate performance view, while Log Loss 
penalizes overly confident incorrect predictions, 
encouraging reliable probabilistic outputs. MCC 
provides a balanced evaluation of the binary 
classification performance, even with imbalanced 
classes. Finally, T-time ensures computational 
efficiency, supporting real-world deployment. 
These metrics collectively ensure the robust 
evaluation of predictive power, interpretability, 
and efficiency.

5. Results and Discussion

5.1 Identification of Optimal Features 
with Enhanced  
Feature Engineering

Feature importance scores were calculated for 
each Relief algorithm, and the consolidated 
rankings were derived after eliminating highly 
correlated features, resulting in the selection 
of 26 out of 33 original features. Relief and 
RReliefF showed the highest similarity, sharing 
63.64% of features, with seven common 
attributes: Age, Mother Education, Free Time, 
Higher Education, Family Relation, Father 
Education, and Gender. Comparatively, ReliefF 
and RReliefF overlapped on 54.55% of features 
with six shared features: Gender, Higher 
Education, Address, Failures, Family Size, and 
Family Relation. Relief and ReliefF exhibited 
the lowest similarity at 9%, with Family Relation 
as the only shared feature.

These findings highlight varying degrees of 
consistency for feature importance across the 
Relief-based algorithms. Some features are 
consistently highly ranked, while others show 
inconsistent rankings due to differences in how the 
algorithms handle feature interactions, data noise, 
and methodological assumptions. Consolidated 
rankings were generated by aggregating 
importance scores across all three methods, 
identifying features with the highest combined 
importance, as it is illustrated in Table 1.

Table 1. Combined Rank Score for the  
Ranked Features

Ranked Features Combined Rank Score
age 1.066
goout 0.888
freetime 0.836
Fedu 0.793
G3 0.768
sex 0.768
famsup 0.755
traveltime 0.744
studytime 0.646
health 0.619
failures 0.611
address 0.596
Medu 0.519
guardian 0.511
famrel 0.466
Fjob 0.328
romantic 0.294
famsize 0.27
activities 0.255
internet 0.223
paid 0.203
schoolsup 0.178
higher 0.155
Mjob 0.074
Pstatus 0.072

Next, the automatic feature selection process 
was initiated for the ranked features for Relief 
algorithm, which returned 11 feature subsets as 
the optimal feature size. 

The enhanced feature engineering approach 
identified 11 influential features for predicting 
alcohol use disorder among students: Age, Family 
Relation, Academic Failures, Family Size, Mother 
Education, Father Education, Free Time,Higher 
Education, Address/Neighborhood, Frequency 
of Going Out, and Gender. These features reflect 
key dimensions of socio-economic background, 
academic performance, family dynamics, and 
personal characteristics, which have a significant 
influence on alcohol addiction risk (Haardörfer et 
al., 2020).

The relevance of these features is consistently 
supported by public health research. Age is a critical 
demographic factor, with younger individuals 
exhibiting higher susceptibility to alcohol misuse 
(Calvo et al., 2020). Family-related factors, 
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including family relationships, parental education, 
and family support, highlight the influence of 
familial environments on substance use behaviours 
(Chi et al., 2022). Academic factors such as 
performance and aspirations for higher education 
further underscore the connection between 
educational outcomes and health behaviours 
(Kendler et al., 2020). Additionally, gender and 
residential location are well-documented predictors 
of alcohol use patterns (Edmonds et al., 2022).

The convergence of evidence across various studies 
validates these features as reliable predictors in 
alcohol addiction modelling, strengthening their 
inclusion in predictive frameworks to improve risk 
assessment and intervention strategies.

5.2 Enhancing the Predictive Power of 
Kernel-based Models 

The experiments were conducted across three 
scenarios: (1) classification models utilizing 
Traditional Relief, (2) classification models 
employing Traditional ReliefF, and (3) models 
leveraging the proposed Enhanced RReliefF for 
feature selection. To benchmark performance, 
the proposed automated feature selection method 
was compared against a manually configured 
model with a predefined number of features on 
the same dataset, validating the improvements 
achieved. The results for different metrics for each 
classification model is illustrated in Table 2. 

The results demonstrate that the Enhanced RReliefF 
model consistently outperforms the Traditional 
Relief and ReliefF models across all metrics and 

classifiers. For LR, Enhanced RReliefF achieves the 
highest recall (0.82), F1-score (0.783), and AUC 
(0.839) with a balanced MCC (0.65), demonstrating 
its ability to identify positive instances while 
maintaining robustness. This finding is consistent 
with the previous study of Arshad et al. (2023) 
which stated that LR outperformed complex models 
such as Decision Tree and Support Vector Machines.

Similarly, for SVM, Enhanced RReliefF improves 
recall (0.83) and F1-score (0.817), surpassing 
RF in recall, and closing the gap in performance 
between SVM and RF. This highlights its 
capability to boost the effectiveness of kernel-
based models to that of ensemble-based ones.

For RF, Enhanced RReliefF improves recall 
(0.8) and AUC (0.848) while reducing log loss, 
validating its predictive power. The reduction in 
log loss and comparable T-time across the three 
classifiers further supports the adaptability and 
computational efficiency of the Enhanced RReliefF.

Overall, Enhanced RReliefF refines feature 
selection, while enhancing predictive performance, 
particularly in SVM, which matches RF with 
regard to recall (0.83 vs. 0.8) and surpasses RF 
for the F1-score (0.817 vs. 0.794). In comparison 
with the baseline model (Ismail et al., 2018), 
SVM with Enhanced RReliefF shows a 12.69% 
improvement for the F-score from 0.725 to 0.817. 
These findings establish Enhanced RReliefF as the 
superior feature engineering strategy for achieving 
a high prediction accuracy, interpretability, and 
computational efficiency across diverse classifiers. 

Table 2. Model Evaluation with different metrics

LR
Algorithm/Type Precision Recall F-score AUC Log Loss MCC T-time
Traditional Refief 0.736 0.59 0.655 0.653 0.583 0.45 0.5

Traditional ReliefF 0.857 0.711 0.777 0.828 0.441 0.66 0.7
Enhanced RReliefF 0.75 0.82 0.783 0.839 0.457 0.65 0.8
SVM

Algorithm/Type Precision Recall F-score AUC Log Loss MCC T-time
Traditional Refief 0.61 0.614 0.612 0.692 0.607 0.34 2.3

Traditional ReliefF 0.828 9.77 0.798 0.788 0.462 0.64 2.8
Enhanced RReliefF 0.804 0.83 0.817 0.849 0.439 0.67 3.23
RF

Algorithm/Type Precision Recall F-score AUC Log Loss MCC T-time
Traditional Refief 0.648 0.78 0.708 0.787 0.512 0.38 1.9

Traditional ReliefF 0.687 0.69 0.688 0.845 0.498 0.56 2.15
Enhanced RReliefF 0.788 0.8 0.794 0.848 0.446 0.62 2.5
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On the other hand, ROC curves and PR curves 
are discussed to evaluate the performance of 
the employed models based on the proposed 
approach. Figure 3 illustrates the ROC and PR 
curves for Traditional Relief. 

Figure 3. ROC and PR curve for the Traditional 
Relief algorithm

The ROC curves show that RF outperforms both 
LR and SVM in terms of overall classification 
ability. The gap between RF and the other models 
suggests that RF’s ensemble approach provides a 
significant advantage in handling the dataset with 
Relief features. LR and SVM have moderate AUC 
values, the value of AUC for SVM being slightly 
better than that for LR. This suggests that SVM’s 
capability to handle the feature space provided by 
Relief is marginally better than that of LR but not 
as effective as that of RF.

The PR curves reveal different strengths for each 
model. RF’s high recall indicates that it captures 
most of the positive instances, which is crucial 
for applications where missing a positive instance 
is costly such as AUD prediction. LR’s higher 
precision in comparison with SVM suggests it 
is better at avoiding false positives, but its lower 
recall indicates it misses more actual positives. 
SVM’s balanced PR metrics show it provides a 
middle ground between precision and recall but 

does not excel in either, indicating a consistent 
but not outstanding performance.

Likewise, for the evaluation with ReliefF, both 
LR and SVM see a significant improvement in 
AUC with ReliefF, indicating that this feature 
selection method has greatly enhanced their ability 
to distinguish between classes. RF remains the 
highest-ranking samong the models. 

For PR curve, the increase in precision and 
recall suggests that LR benefits significantly 
from the improved features, balancing between 
capturing positives and avoiding false positives. 
SVM’s performance boost with ReliefF shows its 
dependency on feature selection for an optimal 
performance and, while RF shows a high AUC, 
its precision and recall are balanced but lower 
than expected. This suggests that while RF can 
leverage feature interactions, this may not always 
translate into a higher precision and recall, 
especially if the selected features introduce some 
redundancy or noise.

All in all, the performance gap between RF 
and the other models is narrower with ReliefF, 
indicating an improved performance for all, as it 
is shown in Figure 4.

Figure 4. ROC and PR curve for the  
ReliefF algorithm
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Last but not least, for the experiment with the 
enhanced RReliefF as it is shown in Figure 5, 
the ROC curve reveals that SVM shows the 
highest AUC among the three employed models, 
which indicates an excellent performance in 
distinguishing between classes. This suggests 
that SVM was able to capitalize on the features 
selected through the proposed automatic feature 
selection algorithm with the enhanced RReliefF, 
leading to a substantial increase in accuracy.

The PR curves reveal that while RF has a more 
balanced precision and recall, SVM offers the 
highest precision and recall, indicating fewer false 
positives and a better capture of true positives. LR 
also shows a strong performance but it is slightly 
outperformed by SVM for both metrics. Notably, 
the enhanced RReliefF algorithm consistently 
improves the accuracy of all three models i.e. the 
Linear, kernel-based and ensemble-based models. 
In comparison with the baseline model (Ismail et 
al., 2018), SVM with Enhanced RReliefF shows a 
7.47% improvement for AUC from 0.790 to 0.849. 

Figure 5. ROC and PR curve for the Enhanced 
RReliefF algorithm

Additionally, a similar experiment was carried 
out with the second dataset to evaluate the 
discriminative power of the employed models 

with regard to the enhanced RReliefF approach. 
The findings are illustrated in Figure 6. 

Figure 6. ROC comparasion for Drug Dataset

As a similar observation in relation to dataset 1, 
for traditional Relief, RF performs slightly better 
than SVM and LR. For traditional RReliefF, RF 
still leads, but the gap between RF and SVM 
narrows. On the other hand, Enhanced RReliefF 
significantly boosts the performance of SVM 
(0.642), bringing it closer to the performance level 
of RF (0.596). This demonstrates that Enhanced 
RReliefF is particularly effective for kernel-based 
models like SVM, while SVM relies heavily on 
the quality of the feature space to find the optimal 
hyperplane for classification. The improved 
feature selection enhances SVM’s ability to 
separate classes more effectively, leading to higher 
performance metrics.

In short, the findings from the round of 
experiments which were carried out are consistent 
across different datasets. It can be concluded that 
traditional Relief algorithms are not sufficient 
for improving Linear, Ensemble- and Kernel-
based models. Relief’s weight changes are based 
solely on the nearest hit and nearest miss. This 
makes Relief more vulnerable to noisy data, 
potentially compromising the reliability of its 
calculations (Cai et al., 2018). The rationale 
behind the enhanced RReliefF being a helpful 
feature engineering method lies in its ability to 
selectively extract the most influential qualities, 
resulting in a reduced amount of noisy data. This, 
in turn, enables the machine learning models to 
make more accurate predictions.

Enhanced RReliefF may work comparatively 
better for SVM than for LR and RF due to 
SVM’s reliance on identifying optimal decision 
boundaries, which benefits greatly from having 
a more discriminative feature set provided by 
the enhanced RReliefF. Additionally, SVM’s 
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sensitivity to noisy and irrelevant features makes 
enhanced RReliefF’s ability to handle such issues 
through resampling particularly advantageous, 
resulting in an improved classification 
performance for SVM in comparison with LR and 
RF in certain scenarios.

Overall, the findings highlight the importance of 
not only selecting the appropriate classifiers but 
also of leveraging effective feature engineering 
techniques to enhance model performance. The 
significant improvement observed in SVM’s 
accuracy with RReliefF underscores the impact 
of feature engineering on model effectiveness, 
showcasing its potential to elevate the predictive 
power of machine learning models, especially in 
scenarios with balanced accuracy improvement 
in complex models like kernel-based ones. 
Henceforth, based on the findings presented, it’s 
evident that SVM performance is significantly 
improved through the proposed automatic 
feature engineering approach without resorting 
to complex feature engineering approaches. 

On the other hand, the potential limitations 
of the proposed approach lie in the area 
of generalizability, class imbalance and 
computational requirements. The proposed 
enhanced RReliefF algorithm is tailored to the 
specific dataset and problem at hand. While it 
significantly enhances model performance for 
AUD prediction, its generalizability to other 
medical conditions or datasets with different 
characteristics may require further validation 
and adjustment. Although Enhanced RReliefF 
addresses the bias toward minority classes 
by focusing on features which are relevant to 
positive cases, extreme class imbalances may 
still pose challenges. In comparison with deep 
learning models or wrapper methods, Enhanced 
RReliefF with SVM is relatively faster but still 
more resource consuming. This represents an 
area for potential improvement, by focusing on 
optimizing computational efficiency without 
compromising performance.

As a future direction, the application of the 
Enhanced RReliefF algorithm can be extended 
to various healthcare domains where accurate 
and early prediction is critical. For instance, it 
could be adapted to predict other mental health 
disorders, such as depression and anxiety, by 
identifying relevant biomarkers and clinical 
features. Additionally, it can be applied to 

chronic disease management, like diabetes or 
cardiovascular diseases, to improve the early 
detection and monitoring of at-risk individuals. 
Enhanced RReliefF’s robust feature selection 
can be leveraged in precision medicine to tailor 
treatments based on individual patient profiles. 
By addressing the computational challenges 
and being integrated with electronic health 
records, Enhanced RReliefF can significantly 
contribute to advancing personalized medicine 
and improving patient outcomes across various 
healthcare applications.

5.3 Improvement in Efficiency  
and Sustainability

By leveraging RReliefF with automatic feature 
selection, SVM achieves an improved accuracy 
and discriminative power while maintaining 
interpretability, thereby reducing the need for 
resource-intensive feature engineering methods 
such as wrapper methods which need most 19 
minutes for the classification task, while SVM 
on enhanced RReliefF takes 3 minutes and 
23 seconds instead. Hence, this streamlined 
approach not only enhances SVM’s predictive 
performance but it also mitigates computational 
resource consumption, which makes it a practical 
and efficient choice for classification tasks in real-
world applications.

Additionally, the Big O Notation related to the 
proposed method demonstrates that for datasets 
with moderate to large sizes instances and  
features), O(k.m.f2logf) is often manageable. 
It indicates that the algorithm can process 
datasets of a reasonable complexity within a 
reasonable time frame, especially considering 
the complexity introduced by cross-validation 
and XGBoost training. 

By comparison, deep learning models, such 
as neural networks, often require significant 
computational resources (both in terms of time 
and hardware) due to their complexity and the 
need for extensive training iterations. Those 
models can have higher computational demands 
which can be expressed by O(N.E) where N is 
the number of instances and E is the number of 
epochs. In this case, the cost for the proposed 
model, O(k.m.f2logf) can be seen as efficient, 
particularly for tasks where feature interpretability 
and model transparency are valued. 
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In brief, the proposed algorithm strikes a 
balance between computational efficiency and 
interpretability, making it suitable for scenarios 
where understanding feature importance and 
maintaining manageable computational costs 
are priorities.

6. The Proposed Model's Application 
to Real-World Problems

In Malaysia, there is a threat related to binge 
drinking among the youngsters of the Orang 
Asli Community. Research has been conducted 
by the University of Malaya Centre for Addiction 
Sciences (UMCAS) in collaboration with Orang 
Asli Gombak Hospital (HOAG) and it was 
noticed that there are few limitations with regard 
to the current alcohol-related brief interventions 
(Win et al., 2022b).  Currently, there are no 
available technology-based interventions to 
support alcohol use disorder prevention within 
this community.

Henceforth, through the proposed solution 
which automates the feature selection process, 
by efficiently identifying the most relevant 
predictors of alcohol addiction, to make data-
driven decisions, healthcare experts can ensure 
the chosen number of features is backed by 
empirical evidence rather than intuition or 
arbitrary choices. The proposed algorithm is 
designed as an automatic selection process; 
therefore, it can dynamically adapt to different 
datasets or changes in a given dataset, providing 
a tailored solution. This ensures that the model 
trained with the existing student dataset can 
also be implemented for the real-life dataset of 
HOAG when available.

With regard to the expected results, healthcare 
specialists no longer need to manually sift 
through vast amounts of data to determine 
which features are important. This saves time 
and resources, allowing them to quickly develop 
and implement intervention strategies without 
extensive manual data analysis. By leveraging 
robust machine learning techniques to identify 
the most relevant features, healthcare workers 
can trust that the models they use are based on 
accurate and comprehensive data. This confidence 
in the model’s reliability ensures that interventions 
are both evidence-based and effective, leading to 

better patient outcomes. All in all, the proposed 
algorithm can be embedded in the hospital 
management system of HOAG to assist in the 
brief intervention for the Orang Asli Community.

7. Conclusion

In summary, this paper achieved the goal of 
successfully identifying the optimal feature 
subsets for alcohol addiction classification and 
also the goal of improving the predictive power 
of a kernel-based classifier (SVM) in addiction 
prediction. The proposed feature engineering 
method leverages RReliefF which marks a shift 
from traditional feature importance ranking to 
automatic feature selection, due to which 11 
influential factors for alcohol addiction were 
discovered from the given dataset. The proposed 
method addresses the arbitrary feature selection 
issue related to the traditional Relief algorithm, 
enhancing technical correctness by empirically 
validating feature subsets. Furthermore, the 
research involved training three different machine 
learning algorithms (Linear, Kernel-based and 
Ensemble-based) to predict alcohol addiction 
among adolescents, with the SVM coupled with 
the enhanced RReliefF algorithm proving to be 
the best-performing model. These insights have 
significant implications for the development of 
effective interventions and support systems aimed 
at addressing alcohol addiction among adolescents. 

The practical advantages typical of the 
enhanced RReliefF algorithm combined with 
SVM, including interpretability, computational 
efficiency, and dynamic adaptation, make it 
a better choice for addiction prediction tasks, 
especially in real-world scenarios where model 
interpretability and computational resources are 
important considerations.

In terms of future work, a more balanced dataset 
could be included to improve the quality of 
the employed models and to better identify the 
influential factors with a view to further improving 
its generalisation ability. 
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