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1. Introduction

The rapid development of Large Language Models 
(LLMs) (OpenAI , 2023; Touvron et al., 2023a; 
GLM, 2024; Yang et al., 2024a; Bi et al., 2024) has 
marked a revolutionary leap in the field of artificial 
intelligence. These models, boasting billions of 
parameters, have demonstrated a remarkable 
proficiency in a wide array of AI tasks, including 
natural language generation, reasoning, image 
understanding, code generation etc. (Touvron et 
al., 2023a; Bai et al., 2023; Li et al., 2024a; Yao 
et al., 2023b). As a result, LLMs have emerged 
as the most representative achievement and the 
core of AI. 

LLMs exhibit several key advantages. First, they 
excel in language understanding, translation, and 
generation, enabling them to process and produce 
human-like language with remarkable fluency. 
Second, their ability to leverage vast amounts of 
knowledge allows them to effectively perform 
general knowledge question answering. Third, 
LLMs demonstrate strong reasoning capabilities, 
enabling them to tackle complex problems and 
provide informed insights. These strengths have 
driven the increasing application of LLMs in a 
wide range of scientific and academic disciplines, 
from mathematics (Liu, W. et al., 2023) and 
physics (Ma et al., 2024; Xu et al., 2025) to 
biology (Tinn et al., 2023; Jin, Q. et al., 2024) 
and the humanities and social sciences (Gao, C. et 

al., 2024; Bail, 2024), facilitating new possibilities 
for interdisciplinary collaboration.

This survey aims to provide a comprehensive 
overview of LLM technologies and their 
applications across various disciplines. This study 
has three primary objectives: (1) to explore the 
key technical methods used for adapting LLMs 
to meet the specific needs of various disciplines; 
(2) to examine the practical applications of LLMs 
in diverse disciplines, including mathematics, 
physics, chemistry, biology, and the humanities 
and social sciences, with an emphasis on how 
LLMs address unique challenges; (3) to outline the 
challenge and opportunities for interdisciplinary 
collaboration facilitated by LLMs. 

The remainder of this article is organised as 
follows. Section 2 presents the preliminaries 
of LLMs and the challenges related to applying 
LLMs into various disciplines. Following that, 
the taxonomy of LLM techniques for different 
disciplines is detailed in Section 3. Section 4 
introduces application cases across various 
disciplines, presenting how researchers have 
practically employed LLMs in Mathematics, 
Physics, Chemistry, Biology, and the Humanities 
and Social Sciences. Subsequently, Section 5 
discusses the critical challenges and outlines future 
directions for enhancing the effectiveness and 
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applicability of LLMs in interdisciplinary studies. 
Finally, Section 6 concludes this survey paper.

2. Background

2.1 Preliminaries

The foundation of most modern LLMs lies in 
the Transformer model, which was introduced in 
2017 (Vaswani et al., 2017; Zhao, Y. et al., 2023) 
and revolutionised the field of natural language 
processing. Transformers are capable of efficiently 
modeling long-range dependencies in various texts, 
processing sequences in parallel, and improving 
computational scalability by enabling a more 
efficient training on larger datasets and model 
sizes. Early transformer-based models like BERT 
(Devlin et al., 2019) and GPT (Radford et al., 2018) 
established a pre-training and fine-tuning paradigm. 

With the rapid scaling of model parameters, LLMs 
like GPT-3 (Brown et al., 2020), demonstrated 
impressive capabilities in zero-shot and few-
shot learning. This growth in model size, as 
illustrated by Scaling Laws (Kaplan et al., 2020), 
has significantly improved the performance of 
LLMs across various domains, enabling them to 
tackle increasingly complex tasks. Additionally, 
techniques like instruction fine-tuning (Chung et 
al., 2024) and InstructGPT (Ouyang et al., 2022) 
have further enhanced the model’s task-specific 
adaptability. The release of ChatGPT (OpenAI, 
2022) in late 2022 marked a key milestone, 
demonstrating the tremendous potential of LLMs.

2.2 Popular LLMs

The continuous advancements in LLMs have 
been propelled by both academic and industrial 
research. Table 1 includes some common series-
based LLMs. Notably, the release of DeepSeek 
V3 (DeepSeek-AI, 2024b) at the end of 2024 
has garnered significant attention due to its 

innovations related to performance, efficiency, and 
cost. With a training cost of just $5.57 million, 
DeepSeek V3 is recognised as one of the most 
cost-effective open-source models. It features 671 
billion parameters and uses a hybrid expert model 
(MoE) design, allowing for the efficient processing 
of complex tasks. DeepSeek V3 excels in areas 
such as multilingual processing, mathematical 
problem-solving, and code generation, competing 
with top closed-source models while maintaining 
an outstanding performance. 

2.3 Core Challenges of LLMs for 
Various Disciplines

The application of LLMs across different domains 
or disciplines often encounters several key 
challenges. One of the most common issues is 
the lack of domain-specific knowledge. Although 
LLMs are trained on extensive general-purpose 
datasets, they often fall short in providing the 
specialised knowledge necessary for technical 
fields such as biology, chemistry, or physics 
(Han et al., 2024). This limitation becomes 
particularly apparent when LLMs attempt to 
tackle complex problems that require precise and 
up-to-date information. Moreover, LLMs may 
generate information that appears to be  plausible 
but is incorrect or fabricated —a phenomenon 
referred to as “hallucination” (Huang, L. et al., 
2024). This issue is particularly concerning in 
research contexts, where inaccuracies can lead 
to significant consequences. Addressing these 
challenges is crucial for the effective deployment 
of LLMs in specialised discipline studies.

3. Methods of Applying LLMs 
Across Various Disciplines

The application of LLMs across various 
disciplines has been greatly enhanced by different 
techniques. As shown in Figure 1, these techniques 
can be broadly classified into two categories based 

Table 1. Overview of Common Series-Based LLMs

Model Series Developer Open source Y/N
PaLM series (Chowdhery et al., 2023) Google N
LLaMA series (Touvron et al., 2023a,b) Meta Y
GPT-4 (OpenAI, 2023) OpenAI N
GLM-4 (GLM, 2024) Tsinghua University Y
Qwen series (Bai et al., 2023; Yang et al., 2024a) Alibaba Y
DeepSeek series (DeepSeek AI, 2024a,b) DeepSeek AI Y
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Figure 1. Taxonomy of LLM techniques for different disciplines
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on how the LLM interacts with external factors: 
Internal Knowledge Optimization and External 
Interaction and Collaboration. Both categories 
address domain-specific challenges and enhance 
LLMs’ performance in specialised tasks.

3.1 Internal Knowledge Optimisation

This category focuses on refining and enhancing 
the inherent knowledge and capabilities of 
LLMs through techniques like continued pre-
training (CPT), supervised fine-tuning (SFT), 
and reinforcement learning from human  
feedback (RLHF).

3.1.1 Continued Pre-training (CPT)

CPT involves further training a pre-trained 
LLM on domain-specific data to deepen its 
expertise in a particular field (Jang et al., 2022). 
For example, a general-purpose LLM might be 
further trained on scientific literature to improve 
its performance in answering research questions 
or generating domain-specific content (Shao et al., 
2024; Azerbayev et al., 2023). While effective in 
improving domain-specific performance, CPT 
is computationally expensive and can lead to 
catastrophic forgetting challenges.

3.1.2 Supervised Fine-tuning (SFT)

SFT adapts pre-trained LLMs to specific tasks 
or domains by training them on labeled datasets 
(Lu et al., 2023; Li, Z. et al., 2023). Instruction 
Fine-tuning, a variant of SFT, focuses on teaching 
models to follow human instructions (Wang, 
Yizhong et al., 2023; Xu, C. et al., 2024), where 
LLMs are fine-tuned on large sets of instruction-
response demonstrations either annotated by 
humans or synthesised by proprietary models. 
After instruction tuning, LLMs exhibit improved 
generalisation capabilities, even for previously 
unseen tasks (Sanh et al., 2022; Chung et al., 2024).

3.1.3 Reinforcement Learning from 
Human Feedback (RLHF)

RLHF optimises a model by incorporating 
human feedback during training (Ouyang et al., 
2022; OpenAI, 2022). This technique improves 
the alignment of LLM outputs with human 
preferences and ethical standards (Rafailov et al., 
2023; Meng et al., 2024), particularly in complex 
environments where manually designing reward 
functions is challenging or insufficient.

3.2 External Interaction and 
Collaboration

The techniques in this category focus on 
enhancing the interaction between LLMs and 
external elements such as databases, tools, 
environments, and user-provided information, 
thereby augmenting their capabilities.

3.2.1 Prompt Engineering

Prompt engineering involves crafting specific 
input prompts to elicit the desired responses from 
a LLM without altering its internal parameters 
(Liu, P. et al., 2023; Yao et al., 2023a; Besta et 
al., 2024). Techniques like In-Context Learning 
(ICL) (Brown et al., 2020; Akyürek et al., 2023) 
and Chain-of-Thought (CoT) (Wei et al., 2022) 
have been developed to improve the performance 
of LLMs on complex reasoning tasks. However, 
prompt engineering is limited by its reliance on 
prompt quality, especially in complex or domain-
specific tasks.

3.2.2 Retrieval-Augmented  
Generation (RAG)

RAG is a technique that combines LLMs with 
external retrieval mechanisms, enabling the 
models to generate more accurate responses 
(Fan et al., 2024; Ram et al., 2023). RAG-based 
methods follow the information indexing and 
retrieval, information augmentation, and answer 
generation paradigm (Guo et al., 2023; Wang, 
Yile et al., 2023). This is especially useful when 
domain-specific knowledge is required, but the 
employed model itself may not have sufficient 
knowledge within its parameters or expertise on a 
certain topic. The integration of retrieval systems 
with LLMs allows for a dynamic access to up-
to-date information, ensuring that the generated 
content reflects the most current and relevant data 
available (Zhang, B. et al., 2023).

3.2.3 Agent-Based Methods

Agent-based methods involve utilising LLMs 
as intelligent agents that interact with their 
environment to achieve specific goals. These 
agents typically consist of three key components: 
memory, planning, and execution (Wang, L. et al., 
2024; Zhao, W. et al., 2023; Park et al., 2023). A 
notable extension is represented by multi-agent 
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systems, where multiple agents collaborate to 
solve tasks beyond the capacity of a single agent 
(Park et al., 2023; Li, G. et al., 2023). LLM-
powered agents have been applied in various 
tasks, such as environment simulation (Park et al., 
2023), experiment automation (O’Donoghue et 
al., 2023; Yoshikawa et al., 2023), and education 
simulation (Zhang, Z. et al., 2024).

3.2.4 Tool-Use Integration

This technique integrates LLMs with external 
tools, such as specialised software or APIs, to 
enhance their ability to perform domain-specific 
tasks (Schick et al., 2023; Patil et al., 2023; Qin et 
al., 2024). This paradigm allows LLMs to handle 
more complex, multi-step tasks such as data 
retrieval (Koldunov &  Jung, 2024;  Vaghefi  et 
al.,  2023),  code execution (Ma et al., 2024; Cai 
et al., 2024), and scientific simulations (Bran et 
al., 2024; Huang, K. et al., 2024).

Table 2 features the characteristics, advantages, 
limitations, and application scenarios of 
the techniques discussed, providing a clear 
comparison to aid in selecting the most suitable 
approach for specific tasks.

4. LLM Applications in  
Different Disciplines

Automation tools and information systems have 
garnered extensive attention and application 
in the realms of data analysis and collaborative 
decision-making (Filip, 2021, 2022). LLMs have 
significantly impacted diverse research fields, 
driving advances in these fields and enabling 
novel interdisciplinary approaches. This section 
provides a comprehensive analysis of LLM 
applications in multiple disciplines, highlighting 
their contributions and vast potential in advancing 
discipline-specific research. 

Table 2. Overview of the Techniques for Applying LLMs Across Various Disciplines

Category Technique Description Advantages Limitations Application 
Scenarios

Internal 
Knowledge 

Optimisation

Continued 
Pre-training

Additional training 
on domain-specific 

data to deepen 
LLM expertise

Enhances 
domain-
specific 

knowledge

Requires massive domain 
data, involves a high 
computational cost, 

catastrophic forgetting

Scientific research, 
code generation, 

mathematical 
reasoning

Supervised 
Fine-tuning

Fine-tuning LLMs 
on labeled datasets 

to specialise in 
different tasks

Fast adaptation 
to downstream 

tasks, high 
training 

efficiency

Relies on high-quality 
labeled data, risk 

overfitting and weakened 
general capabilities

Task-oriented 
applications 

(e.g. sentiment 
analysis, question 

answering)
Reinforcement 

Learning 
from Human 

Feedback

Collecting human 
feedback to refine 

LLM behavior

Aligns model 
output with 

human 
preferences

Requires complex 
feedback mechanisms, 
unstable training, high 
resource consumption

Ethics-focused 
tasks, real-

world scenario 
simulations

External 
Interaction 

and 
Collaboration

Prompt 
Engineering

Crafting input 
prompts to guide 
model responses

No training 
costs, high 
flexibility

Performance dependent 
on prompt design skills 

and base model capability

Text generation, 
translation, 

question answering

Retrieval-
Augmented 
Generation

Integrating 
external 

knowledge 
retrieval with 

LLM generation

More accurate, 
up-to-date 
responses

Performance depends 
on retrieval quality, 
increased latency, 

requires knowledge base 
maintenance

Medicine, law, 
finance, any 
knowledge-

intensive field

Agent-Based 
Methods

LLMs interact 
with an 

environment to 
solve tasks

Automates 
complex, 

multi-step tasks

Complex system design, 
error propagation risks, 
high resource demands

Task automation, 
multi-agent 
simulations

Tool-Use 
Integration

Using external 
tools to extend 

LLM capabilities

Enables 
complex, 
multi-step 
problem 
solving

Requires tool interface 
development, potential 

API failure risks

Scientific 
simulation, 

code generation, 
Mathematical 
computations
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4.1 Mathematics

Mathematics, a foundational discipline, deals 
with complex, abstract problems that often 
require intricate reasoning and precise logic. 
Mathematical tasks ranging from algebra and 
calculus to combinatorics and theorem proving 
feature challenges that require advanced 
reasoning, logical consistency, and multi-step 
planning. LLMs have demonstrated their potential 
to aid in several areas of mathematical research.

4.1.1 Mathematical Problem-Solving

Mathematical problem-solving involves 
identifying relevant formulas, applying logical 
reasoning, and grounding solutions in mathematical 
principles. Recent studies have underscored 
the efficacy of LLMs in tackling mathematical 
problems (Shao et al., 2024; Gou et al., 2024). 
Fine-tuning LLMs on mathematical datasets has 
emerged as an effective strategy for enhancing 
their mathematical reasoning capabilities, yielding 
significant improvements on mathematical tasks 
(Lewkowycz et al., 2022; Zhang, D. et al., 2024). 
Recent advancements, such as the integration of 
CoT and the utilisation of specialised tools, have 
improved their performance in intricate tasks 
(Wang, X. et al., 2023; He-Yueya et al., 2023). 
Notably, Jaech et al. (2024) reported that their 
latest model achieved a rank among the top 500 
students in the U.S. with regard to the qualification 
for the USA Math Olympiad.

4.1.2 Mathematical Theorem Proving

By leveraging the extensive knowledge 
embedded in them, the LLMs have demonstrated 
their ability to generate proofs for mathematical 
theorems (Jiang et al., 2022; Lample et al., 2022; 
Yang, K. et al., 2023). Literature has explored 
decomposing proofs into simpler lemmas and 
formalising these structures (Wang, H. et al., 
2023). Yang, K. et al. (2023) introduced an open-
source platform, namely LeanDojo for theorem 
proving. However, a significant challenge in 
applying LLMs to mathematical theorem proving 
is the issue of hallucination.

4.2 Physics

Physics research, which demands not only 
logical reasoning but also the application of 
specific physical laws and experimental data 

(Bakhtin et al., 2019; Pang et al., 2024; Jaiswal 
et al., 2024), features unique challenges. LLMs 
have shown substantial potential in various 
physics-related tasks.

4.2.1 Physical Hypothesis Generation

LLMs can assist in generating new scientific 
hypotheses by synthesising large amounts of data 
and existing knowledge (Ciuca et al., 2023). For 
instance, LLMs have been used to automatically 
extract governing equations from data and refine 
equations iteratively through reasoning (Du et 
al., 2024). Ma et al. (2024) proposed a Scientific 
Generative Agent (SGA) to advance physical 
scientific discovery. In quantum mechanics, 
fine-tuned LLMs can generate hypotheses about 
quantum entanglement or propose experiments 
to test current models, opening new avenues for 
scientific discovery.

4.2.2 Simulation Data Analysis 

In fields like astrophysics and particle 
physics, where experimental data is crucial for 
understanding complex phenomena (Wang, Y. et 
al., 2024; Sharma et al., 2025), LLMs have been 
employed to assist in the analysis of large-scale 
simulation data. Agent-based methods, wherein 
LLMs function as autonomous agents interacting 
with simulated environments, have also proven 
particularly effective in these domains (Gao, C. 
et al., 2024).

4.2.3 Experimental Assistance 

LLMs have also been employed in experimental 
design, assisting physicists in developing novel 
experiments based on existing data and theories. 
Mehta et al. (2023) proposed utilising LLMs with 
RAG for tokamak fusion reactors. By leveraging 
extensive text logs from past experiments, 
LLMs facilitate more efficient and data-driven 
experimental operations.

4.3 Chemistry

The powerful sequence processing capabilities of 
LLMs allow them to handle complex chemical 
terminologies and diverse sources of information, 
thereby advancing automation and intelligence in 
chemistry. LLMs have been applied across a wide 
range of aspects of chemistry, including molecular 
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design, molecular property prediction, chemical 
reaction prediction, and chemical literature 
analysis (Fang et al., 2024a; Tang et al., 2024).

4.3.1 Molecular Representations 

Researchers are actively exploring methods to 
leverage LLMs for constructing higher-quality 
molecular representations in both 2D and 3D 
formats through task-specific fine-tuning. Fang 
et al. (2024a) introduced the Mol-Instruction 
dataset, demonstrating the potential of LLMs in 
molecular modeling. Cao et al. (2025) aligned 2D 
molecular structures with natural language via an 
instruction-tuning approach, while Li, S. et al. 
(2024) explored the advantages of 3D molecular 
representations in multimodal LLMs. PRESTO 
(Cao et al., 2024) enhanced LLMs’ comprehension 
of molecular-related knowledge through extensive 
domain-specific pre-training. 

4.3.2 Molecular Design 

In molecular design, traditional methods rely 
heavily on expert knowledge and computationally 
intensive simulations. LLMs have introduced 
new possibilities in this field. Fang et al. (2024b) 
introduced MolGen, a pre-trained molecular 
language model specifically tailored for molecule 
generation. Similarly, Frey et al. (2023) developed 
ChemGPT, a generative pre-trained Transformer 
model with over one billion parameters, for small 
molecule generation. These advancements have 
significantly streamlined the drug discovery 
process and the design of new materials.

4.3.3 LLM Agents for Chemical Research

The development of LLMs has led to advanced 
language agents that assist in chemical research 
(Ramos et al., 2025). ChemCrow (Bran et al., 
2024) integrates LLMs with chemical tools to 
perform a wide range of chemistry-related tasks, 
outperforming GPT-4 in accuracy. Coscientist 
(Boiko et al., 2023) combines semi-autonomous 
robots to plan and execute chemical reactions with 
minimal human intervention. Chemist-X (Chen 
et al., 2023) focuses on designing reactions for 
specific molecules, while ProtAgent (Ghafarollahi 
& Buehler, 2024) automates and optimises protein 
design. CACTUS (McNaughton et al., 2024) 
automates the application of cheminformatics 
tools with human oversight in molecular 
discovery. These advancements highlight the 

transformative potential of LLM-powered agents 
in chemical research, with regard to streamlining 
processes, improving the efficiency of research, 
and accelerating scientific discovery.

4.4 Biology

LLMs have also made substantial contributions 
to biology. From protein structure prediction 
to genomic analysis, LLMs are increasingly 
being utilised to accelerate the understanding 
of biological systems, aid in drug discovery, 
and enhance the design of new biological 
molecules. This subsection examines how LLMs 
are revolutionising several areas of biology, 
particularly biological molecule analysis, protein 
analysis, and genomic research.

4.4.1 Biological Molecular Analysis

LLMs excel at analysing large-scale molecular 
data, helping to uncover hidden relationships 
and patterns, thereby providing valuable 
insights into molecular structures. For molecular 
representation, MoLFormer (Ross et al., 2022) 
expands its pre-training dataset to 1.1 billion 
molecules, outperforming traditional self-
supervised GNN methods. Beyond molecular 
data, integrating multimodal information such as 
targeting ligands, diseases, and other biochemical 
entities enhances the LLM models’ ability to 
capture comprehensive molecular knowledge. 
MolFM (Luo et al., 2023) integrates molecular 
structures, biomedical texts, and knowledge 
graphs into a multimodal encoder, capturing 
both local and global molecular knowledge. 
BioMedGPT (Luo et al., 2024) further extends 
this by incorporating protein and biomedical 
data. These advancements highlight the promise 
of LLMs in providing a more comprehensive 
approach to biomolecular analysis by integrating 
diverse biological data.

4.4.2 Protein Analysis 

LLMs have been extensively applied in protein-
centric applications, including protein folding 
prediction (Jumper et al., 2021), protein-protein 
interaction analysis (Jin, M. et al., 2024), and 
function prediction (Zhang, Z. et al., 2023). 
Protein-specific LLMs pre-trained on large-scale 
protein sequences, such as ProtLLM (Zhuo et 
al., 2024), ProLLM (Jin, M. et al., 2024), and 
ProLLaMA (Lv et al., 2024), have emerged. 
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These models have achieved an excellent 
performance in tasks such as protein sequence 
generation, protein property prediction, and other 
protein-related analyses.

4.4.3 Genomic Sequence Analysis

In genomics, LLMs are used to understand 
mutation effects and predict genomic features 
directly from DNA sequences. GenSLMs 
(Zvyagin et al., 2023), pre-trained on over 110 
million gene sequences, has been applied to tasks 
like identifying genetic variants and modeling the 
SARS-CoV-2 genome. EpiBrainLLM (Liu, Q. et 
al., 2024) leverages genomic LLMs to improve 
the causal analysis from genotypes to brain 
measures and AD-related clinical phenotypes. 
These models enhance one’s ability to interpret 
genomic data, advancing personalised medicine 
and disease research.

4.5 Humanities & Social Sciences

The application of LLMs has opened up new 
research frontiers in both Humanities and Social 
Sciences, enabling scholars to tackle longstanding 
challenges with a greater efficiency. This section 
explores specific application examples for LLMs 
in these two domains.

4.5.1 LLMs in Humanities

The humanities involve a profound exploration 
and reflection on human culture, thought, and 
values, with deep historical roots and rich 
cultural connotations. In the modern society, the 
humanities play an irreplaceable role in cultivating 
humanistic literacy, aesthetic abilities, critical 
thinking, and proper values. LLMs have multiple 
unique applications in the humanities, which can 
be broadly classified as follows.

4.5.1.1 Textual Analysis and Interpretation

In literary studies, LLMs conduct a detailed 
analysis across genres, capturing linguistic 
elements like vocabulary, grammar, and rhetoric 
to identify stylistic features (Beguš et al., 2023; 
Beuls & Van Eecke, 2024). They can also track 
thematic evolution for various works across 
different eras, such as how the theme of love has 
changed in literature. By analysing word choices 
and syntactic structure, LLMs help attribute 
authorship and determine the compositional 
period for texts, supporting literary criticism.

4.5.1.2 Cultural Heritage

LLMs are transforming cultural heritage (Filip 
et al., 2015) through their capabilities to analyse 
documents (Liang et al., 2024; Zhang et al., 
2025a,b), to process and generate texts, and 
support multilingual translation (Li et al., 2024a; 
Li et al., 2024b). They contribute to preserving 
low-resource languages by constructing linguistic 
corpora (Otieno, 2024). Additionally, LLMs fine-
tuned with specific cultural and historical datasets 
assist professionals in analysing historical texts 
and artifacts (Otieno, 2024). LLMs enhance public 
engagement and education in cultural heritage, as 
seen in guided systems tailored to the visitors’ 
experiences (Trichopoulos, 2023).

4.5.1.3 Cross-Cultural Research

LLMs play a vital role in cross-cultural studies 
by analysing materials from various cultural 
backgrounds, helping researchers understand 
the differences and similarities between them. 
However, since LLMs are mainly trained on 
English language data, they may exhibit cultural 
bias, leading to stereotypical representations that 
exacerbate social conflicts (Masoud et al., 2023; 
Naous et al., 2023). Some efforts are focused 
on addressing this bias (Kim & Baek, 2024; 
Li, Cheng et al., 2024). Additionally, LLMs aid 
historians by extracting key information from 
vast amounts of historical material to construct 
a comprehensive view of historical events (Zeng, 
2024; Garcia & Weilbach, 2023).

4.5.2 LLMs in Social Sciences

In Social Sciences, LLMs are employed to model 
human behavior, simulate social behaviours, 
predict social trends, and analyse sentiments. 
These capabilities are transforming research in 
areas like sociology, economics, political science, 
and psychology.

4.5.2.1 Modeling Human Behavior 

LLMs are increasingly used in psychological 
experiments, providing certain advantages over 
traditional methods such as cost-effectiveness, 
scalability, and fewer ethical concerns (Griffin 
et al., 2023). They simulate the responses of 
individuals to stimuli, helping psychologists test 
hypotheses without human participants (Binz & 
Schulz, 2023; Abdurahman et al., 2024). In light 
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of this, various studies have compared LLMs with 
human participants from a behavioural perspective 
and demonstrate that LLMs align with human 
judgments (Argyle et al., 2023). This indicates 
their potential to model human individuals.

4.5.2.2 Social Behavior Simulations 

LLMs are powerful tools in Computational 
Social Science, enabling the simulation of diverse 
scenarios and the study of emergent phenomena in 
controlled environments (Ziems et al., 2024; Bail, 
2024; Gao, C. et al., 2024; Ye et al., 2025). For 
instance, the CompeteAI framework simulates 
competition between LLM agents in a virtual town 
(Zhao, Q. et al., 2023), and EconAgent enhances 
macroeconomic simulations by modeling a more 
realistic decision-making process (Li, N. et al., 
2024). AgentHospital simulates illness treatment 
processes using LLM-powered agents (Li, J. et 
al., 2024), while AgentReview addresses privacy 
concerns in peer review analysis (Jin, Y. et al., 
2024). Additionally, these simulations have been 
applied in the education domain (Zhang, Z. et 
al., 2024).

4.5.2.3 Political Analysis and  
Sentiment Research

LLMs have revolutionised political science 
through the automation of extensive textual 
analysis, addressing challenges related to 
scalability, multilingual data, and unstructured 
texts (Zong et al., 2021; Heseltine & Clemm 
von Hohenberg, 2024; Najafi & Varol, 2024; 
Li, L. et al., 2024). LLMs have been applied in 
various tasks, including political behavior analysis 
(Rozado, 2024), public opinion assessment 
(Breum et al., 2024), election forecasting (Gujral 
et al., 2024), and sentiment analysis (Zhang, W. 
et al., 2024). By automating these processes, 
LLMs have not only accelerated research but also 
enhanced its accuracy, enabling more thorough 
and reliable analyses (Wang, Z. et al., 2024).

5. Challenges and Future Directions

The application of LLMs across various disciplines 
has proven transformative, but several challenges 
remain that hinder them from reaching their 
full potential. Simultaneously, these challenges 
feature opportunities for innovation and outline 
the development of new research directions.

5.1 Critical Challenges

5.1.1 Quality of Discipline-related Datasets

The performance of LLMs is highly dependent 
on the quality and diversity of their training data. 
For many discipline-specific tasks, LLMs often 
require either CPT or SFT on large, high-quality 
datasets. The need for substantial, domain-
specific data becomes particularly evident 
when addressing highly specialised fields like 
medicine, chemistry, or physics, where a deep 
understanding of complex concepts is essential. 
However, obtaining large-scale, high-quality 
datasets for such tasks is a significant challenge. 
Furthermore, the process of curating and cleaning 
such data to ensure its relevance and quality can 
be resource-intensive.

5.1.2 Usage Barriers for Non-AI Specialists

For experts outside the AI field, utilising LLMs 
can feature significant challenges due to a lack 
of technical expertise in machine learning. This 
barrier limits the broader adoption of LLMs across 
various disciplines, as these experts may find it 
difficult to effectively integrate these models into 
their research workflows. Moreover, customising 
LLMs for specific domains often requires a 
substantial technical input, which may not be 
readily accessible in all disciplines.

5.1.3 Lack of Standardised Evaluation 
Benchmarks 

The absence of universally accepted evaluation 
metrics and datasets for specific disciplines makes 
it difficult to assess the performance of LLMs in 
a standardised way. Different fields often rely on 
bespoke evaluation frameworks, which can lead 
to inconsistent comparisons and hinder cross-
disciplinary collaboration.

5.1.4 High Computational Costs

Large-scale LLMs require substantial 
computational resources for their training and 
deployment. The associated costs, both in terms 
of hardware and energy consumption, represent 
significant barriers for many research institutions 
and smaller organisations. This limitation restricts 
the accessibility of LLMs, particularly in resource-
constrained environments.
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5.2 Future Directions

The challenges presented above highlight the need 
for targeted improvements in the application of 
LLMs across various disciplines. To address these 
issues, the following future directions can help 
overcome the current limitations and pave the 
way for a more effective integration of LLMs into 
scientific research.

5.2.1 Improving the Access to High-Quality 
Discipline-Specific Data 

Future research should concentrate on developing 
efficient methods for generating and curating 
high-quality datasets across various disciplines. 
Collaborative initiatives involving domain experts 
and AI researchers can facilitate the creation of 
more diverse, accurate, and accessible datasets. 
Furthermore, leveraging techniques such as few-
shot learning and transfer learning can optimise 
the use of limited discipline-specific data, thereby 
reducing the reliance on massive datasets.

5.2.2 Facilitating Interdisciplinary 
Collaboration

To bridge the gap between AI experts and 
discipline specialists, future efforts should 
emphasise the development of user-friendly 
tools and platforms that enable non-AI experts to 
easily access and apply LLMs. Tailored training 
programs for researchers in specific fields can 
equip domain experts with the necessary skills to 
utilise LLMs effectively. Additionally, creating 
collaborative platforms that facilitate interaction 
between AI practitioners and specialists from 
other fields can promote the integration of LLMs 
into a broader range of research areas.

5.2.3 Developing Standardised Evaluation 
Metrics and Datasets

Future work should focus on establishing 
standardised evaluation metrics and benchmark 
datasets tailored to specific disciplines. These 
standardised tools would enable researchers to 
assess a model’s performance more effectively, 
make meaningful comparisons across various 
studies, and ensure the reliability of the obtained 
results. The collaboration between domain experts 
and AI researchers will be crucial in developing 
evaluation frameworks that are both relevant and 
rigorous for each field.

5.2.4 Reducing Computational Costs

As LLMs continue to grow in size, it is essential 
to enhance their computational efficiency. 
Research into techniques such as model 
pruning, distillation, and other optimisation 
methods can help reduce the computational 
resources required for training and inference. 
Moreover, adopting energy-efficient hardware 
and exploring cloud-based solutions can 
increase the accessibility of LLMs for a wider 
range of research institutions.

6. Conclusion

This survey provides a comprehensive overview 
of the applications of LLMs across various 
academic disciplines, highlighting both their 
transformative potential and the associated 
challenges. By systematically categorising LLM 
techniques, a novel principled taxonomy which 
elucidates how these models enhance research 
across different disciplines was introduced. 
Further on, the practical applications of LLMs 
in mathematics, physics, chemistry, biology, 
and the humanities and social sciences are 
analysed, which demonstrates their ability to 
facilitate complex problem-solving, knowledge 
synthesis, and data-driven discoveries. While 
LLMs have shown remarkable capabilities 
in assisting discipline-specific research, they 
also feature significant challenges, including 
discipline-specific data limitations, usage 
barriers for non-AI specialists, the lack of 
standardised evaluation benchmarks, and high 
computational costs. Addressing these challenges 
requires concerted efforts to improve the 
access to high-quality domain-specific data, to 
facilitate interdisciplinary collaboration, develop 
standardised evaluation metrics and datasets, 
and reduce computational costs. This survey 
underscores the necessity of interdisciplinary 
collaboration to advance the use of LLMs in 
discipline-specific research. By fostering this 
kind of collaboration, LLM methodologies can 
be refined to better align with discipline-specific 
needs, ultimately leading to more informed, 
accurate, and innovative scientific contributions.
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