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1. Introduction

Modern industrial processes are modelled based on 
multi-stage flexible flow shop scheduling problems 
(FFSPs) (Billaut et al., 1997), such as those in 
the field of electronics (Li et al., 2023) , in the 
textile industry (Meng et al., 2020), steelmaking 
(Pan et al., 2012), petrochemical industry (Zhang 
et al., 2020), and healthcare (Azaiez et al., 2022). 
A flexible flow shop environment consists of 
many sequential stages out of which at least one 
includes two or more parallel machines  (Neufeld 
et al., 2023). Scheduling is more challenging 
in the FFSP environment and requires more 
complex algorithms than in a regular flow shop. 
Additionally, each task must follow the same 
processing path.

The FFSP and its variants have attracted the 
attention of many authors, and abundant literature 
was provided. Because of its powerful modelling 
capabilities, the FFSP and its variants prove to 
be an effective tool for modelling many different 
manufacturing processes. Sand casting industry 
FFSP problems with batches have been addressed 
in (Li et al., 2023) and an efficient heuristic 
was proposed. A FFSP problem is solved by 
considering human factors in (Liu et al., 2023). 
Reinforcement learning (RL) and genetic 
algorithms (GAs) are used to tackle the latter 
problem. A FFSP with two stages and maintenance 
requirements is considered in (Wang et al., 2023). 

To address this problem, both a genetic algorithm 
and an integer linear programming model are 
developed as potential solutions. Furthermore, a 
numerical example illustrates how the proposed 
models are effective and efficient.

Managing and scheduling steel production has 
become increasingly complex as the steel industry 
has advanced (Wegel et al., 2022; Zhao et al., 
2020). In addition, today’s firms have also been 
forced to optimise integrated operations instead 
of single stages due to fierce market competition. 
Since the steel industry has undergone intense 
consolidation over the past decade, this is 
particularly true today. This led to new research 
focusing on understanding how modern integrated 
steel production plants work and developing 
integrated production schedules rather than 
studying steelmaking operations separately. It was 
also in the midst of a steel industry consolidation 
that this shift in focus occurred. Consequently, 
integrated steel manufacturing processes are 
identified and considered. In (Jiang et al., 2023) 
authors studied a steelmaking-continuous casting 
problem which was modelled as a FFSP. An 
online scheduling algorithm and an integer 
linear program were proposed. An experimental 
study was carried out based on real data in order 
to compare the different proposed algorithms. 
Further on, more research papers for the FFSP in 
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the steel industry appeared (Neufeld et al., 2023, 
Colak and Keskin, 2021).  

Cooling is one of the important operations in the 
steel-making industry (Bobba et al., 2023). There 
is a surprising lack of consideration for cooling 
time in the majority of FFSP scheduling in the 
steel industry, which refers to the duration of 
the cooling operation until a task is completed 
by a machine. The reason for this is that cooling 
usually takes less time than processing in several 
applications. Moreover, it is commonly believed 
that the duration of cooling does not significantly 
affect the production efficiency. Most research 
works on FFSP in the context of steel-making do 
not place as much emphasis on it. Moreover, it can 
be difficult to measure cooling time as compared 
to other parameters. To the best of the author’s 
knowledge, there is no research on FFSP in the 
steel-making industry that takes into account 
cooling time.

This paper proposes a multi-stage flexible flow 
shop scheduling problem with cooling times 
(FFSPC), where the cooling time is considered 
independently of the processing time. In this 
scheduling problem, tasks are assigned to 
machines while accounting for the cooling 
operations. Optimisation procedures for solving 
this complex problem are proposed. These 
procedures enable an efficient scheduling in a flow 
shop environment. 

Thus, this work provides a more robust solution to 
this problem and a more accurate representation 
of the production process. A classical FFSP is 
extended to solve the analysed scheduling problem. 
A distinct approach is needed for this extension 
since it differs from the classical FFSP approach. 

It is worth mentioning that once a job enters the 
cooling phase in a machine, no additional jobs can 
be handled by that machine. In the steel industry, 
this is akin to the annealing process where a 
furnace must cool down after heating steel to a 
high temperature. During this cooling phase, the 
furnace cannot be used to heat another batch of 
steel, causing a halt in production until the process 
is complete. This is crucial for ensuring the 
quality and structural integrity of the final product 
(Kugelmeier et al., 2024).

Even with just two stages, FFSP features 
considerable theoretical difficulties because it 
is strongly NP-hard (Gupta, 1988). Moreover, 
when preemption is allowed, FFSP remains NP-
hard (Gupta & Tunc, 1991). As a result, most 
FFSP variants are strongly NP-hard. FFSPC, 
the problem studied in this case, is NP-hard in a 
strong sense. An efficient heuristic based on two 
phases is proposed to deal with the latter problem. 
In this heuristic, the identical parallel machine 
scheduling problem is solved by considering 
release dates, cooling times, and delivery times. 
The first phase involves determining a feasible 
solution. In the second phase, the solution obtained 
in the first phase is improved. In addition, a family 
of lower bounds of the optimal solution’s value 
is presented. These lower bounds are efficient 
in terms of closeness to the optimal solution as 
evidenced by the obtained numerical results. The 
proposed heuristic can be evaluated over a relative 
gap by using these lower bounds. A computational 
study is conducted based on benchmark test 
problems. The proposed lower bound along with 
the heuristic are both efficient and effective as a 
result of this computational study.

As a result of this study, the following 
contributions have been made:

The cooling time is fully taken into account during 
the scheduling and planning of tasks in the steel-
making industry, for the first time to the best of 
one`s knowledge.

In this study, the problem’s symmetry is 
highlighted as one of its key properties. The 
quality of the obtained solutions can be improved 
by utilising this property.

This research presents an effective two-
phase heuristic that can produce optimal or 
nearly optimal solutions within a moderate 
computational time. 

A new efficient lower bound was proposed, which 
makes it possible to evaluate the quality of the 
two-phase heuristic using the relative gap.

This research facilitates the modeling of real-
world steel manufacturing systems. 

The remainder of this paper is structured as 
follows. In Section 2, the problem is defined 
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and its symmetric property is presented. Section 
3 refers to the lower bounds. In section 4, the 
proposed heuristic is described in detail. In 
Section 5, the results of an experimental study 
are presented. Finally, this paper is concluded 
and future research directions are outlined in 
Section 6.

2. Problem Definition

In this section, the studied problem was described 
in more detail. Several of its major characteristics 
are also explained in detail.

2.1 Problem Statement

The studied scheduling problem (FFSPC) is 
stated  as follows. A shop composed of a set 
ST = {S1, S2, ..., SK} of K production stages in 
a sequence has to process a set J = {1, 2, ..., n} 
of n tasks. Each stage Si contains a set 
Mi = {Mi,1, Mi,2, ..., Mi,mi

} of mi parallel machines 
which are identical (i = 1, 2, ..., K). At least one 
stage contains more than two machines and 
n > max {mi,1 ≤ i ≤ K}. Each task j has to be 
carried out from stage S1 until stage SK, following 
this order. This process is performed by only one 
machine in each stage. The processing duration 
for j ∈ J in stage Si is denoted by pri,j. The machine 
processing a task will not be accessible until it 
has fully cooled after processing that task and that 
task was removed following the completion of its 
processing. In stage Si, the cooling time related to 
a task j ∈ J is denoted by cooli,j.

It is worth mentioning that there may be a delay 
related to the cooling of a machine and removing 
a certain task after it has been processed. In fact, 
the cooling operation is completely separate from 
the processing stage. 

The schedule is generated under the following 
assumptions:

	- Tasks cannot be preempted during the 
processing phase;

	- At each stage, one machine processes a task 
at a time;

	- A machine can only process one task at a time;

	- Buffers have unlimited capacity between the 
two stages;

	- Processing and cooling times are assumed to 
be positive integers;

	- From time zero, all machines are available;

	- Machines can be idle, waiting for jobs;

	- From time zero, tasks are ready for processing.

The objective is finding a schedule σ* that minimises 
the makespan ( ) ( )( )* *

max ,max K jj J
C Cσ σ

∈
= , where 

( )*
,K jC σ  is the completion of the cooling task j 

in the last stage. Following the three-field notation 
(Brucker, 1998), the studied problem can be 
expressed as: ( )( ) , max1

,
Kl

K i jl
FH PM cool C

=

 
 
 

.

It should be recalled that in the three-field 
notation, the first field describes the machine 
environment. The second field is dedicated to 
the job characteristics. The objective function is 
presented in the third field. In this study, for the 
first field, FH stands for Hybrid Flowshop, K is 
the number of stages and PM indicates that in each 
stage there are parallel machines. For the second 
field, each task j is characterised by a cooling time 
cooli,j in stage Si . In the third field, the objective 
function to be minimised is the maximum 
completion time denoted by Cmax. This problem 
is strongly NP-Hard since a particular case is NP-
Hard in a strong sense (Gupta & Tunc, 1991). 

It is worth mentioning that in most cases, an 
operator, who could be a human, a robot, or 
another type of equipment, performs the cooling 
task. The operator has the option to start the 
cooling operation just after the processing phase is 
completed, or he/it may choose to delay it without 
affecting the total duration of the process. This 
scheduling flexibility allows the operator to decide 
on the best timing to begin cooling. This  enables 
him to perform other tasks in the meantime, thus 
enhancing machine productivity.

2.2 Symmetric Property

In this subsection, the studied problem is examined 
in terms of its symmetry. This leads to introducing 
a symmetric problem. In comparison with its 
symmetric counterpart, the studied problem has 
the same optimal solution. This led to a systematic 
exploration of the symmetric problem to improve 
the solution’s quality.
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Definition 1: The symmetric (or backward) 
problem is approached by scheduling in reverse 
order, starting from the final stage SK and moving 
towards the initial one S1. Scheduling from S1 to 
SK is the forward problem.

Definition 2: The notations for the symmetric 
problem are:

	- The stages: 1
B
k K kS S − +=  and 

	- Number of machines: 1
B
k K km m − += .

	- Machines: , 1,
B
k l K k lM M − += .

	- Processing time: ( , ) 1,
B
k j K k jpr cool − += .

	- Cooling time: , 1,
B
k j K k jcool pr − += .

	- Three-field notation: 
( )( )1 , max, l

K k jFH PM cool C
=

 
 
 

B

l K
.

Below is an example of why it is important to 
investigate the symmetric problem: 

Proposition 1: Each feasible schedule for the 
forward problem is automatically transformed 
into a feasible schedule for the symmetric 
problem. Moreover, both schedules have the same 
makespan. This is performed by keeping the same 
schedules for all stages and converting the time 
scale “t” for the forward problem into “tB” for 
the symmetric problem, the formula tB = Cmax − t 
is used.

Proof. Let FS represent a schedule for the forward 
problem, and by keeping the same order of tasks 
for the machines, a schedule FSB is created for 
the symmetric problem. Additionally, a time scale 
“tB” is used for the symmetric problem, defined as 
tB = Cmax − t, where “t“ is 

the time scale for the forward problem. Clearly, 
FS and FSB share the same critical path and, 
consequently, the same makespan. Moreover, by 
applying the previously mentioned method, a viable 
schedule for a symmetric problem can be adapted 
into a workable schedule for a forward problem. 

The following example illustrates the symmetric 
problem: 

Example 1: Consider K = 2, n = 5, and m1=m2=2 
The processing times pri,j, and ,

B
k jpr  and the 

cooling times cooli,j (i = 1, 2, ..., K and j ∈ J) cool B
k,j 

are presented in Table 1.

Table 1. Processing and cooling times for the 
forward problem and the symmetric problem

forward problem symmetric problem
j 1 2 3 4 5 j 1 2 3 4 5

pr1,j
1 2 1 1 2 1,

B
jpr 1 1 2 2 2

cool1,j
1 1 2 1 3 1,

B
jcool 2 1 2 3 1

pr2,j
2 1 1 3 1 2,

B
jpr 1 1 2 1 3

cool2,j
1 1 2 2 2 2,

B
jcool 1 2 1 1 2

The left side of Figure 1 illustrates a feasible 
schedule for the forward problem, while the right 
side shows the corresponding feasible schedule 
for the symmetric problem. As illustrated in 
Figure 1, even though the processing operation 
concludes at time 4, task 4 continues to block 
machine M1,2. Time 7 marks the beginning of 
the cooling operation, and time 9 marks the 
completion C1,4  of the task 4. During the time 
window [4;7], the machine is unavailable. From 
this, it can be concluded that the cooling operation 

Figure 1. Gantt chart of a feasible schedule for the symmetric problem relative to example 1 
(Hidri & Tlija, 2024)
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does not depend on the processing time. In this 
feasible schedule σ, the cooling operation for job 
4 is delayed for 3 units of time after finishing the 
processing operation.

The following relevant corollary follows from 
Proposition 1:

Corollary 1: The forward and symmetric 
problems have the same optimal makespan. 

Proof. A direct result of Proposition 1. 

Consequently, to enhance the quality of the 
obtained solution, the suggested procedures (the 
lower bounds and heuristic) inherently tackle the 
symmetric problem. 

Useful notations and definitions for the rest of the 
paper are presented below.

For every stage Sk, a task j ∈ J is associated with 
a release date rek,j and a delivery time qek,j, which 
are defined in the following manner:

( )
1

, , ,
1

,

1

0 1

−

=


= + >


 = =

∑
k

k j i j i j
i

k j

re cool pr if k

re if k                 

(1)

( ), , ,
1

, 0
= +


= + <


 = =

∑
K

k j i j i j
i k

k j

qe cool pr if k K

qe if k K             

(2)

3. Lower Bounds

In this section, a lower bound for the analysed 
problem is proposed. Lower bounds are also 
useful in assessing how effective the heuristic 
is based on measuring the relative gap between 
the upper and lower bounds. For all stages 
except for stage Sk, there is an unlimited number 
of machines available. This means relaxing the 
capacity constraints. Consequently, a task is 
handled immediately when it reaches any relaxed 
stage. In the unrelaxed stage Sk a parallel machine 
scheduling problem Pm | rek,j, coolk,j, qek,j | Cmax 
is obtained. The parameters of this problem are 
the number of machines, denoted by m = mk, 
the release dates, expressed by rek,j, the cooling 
times, denoted by coolk,j, and the delivery times, 
expressed by qek,j. If idle times are eliminated, the 
problem becomes a parallel machine scheduling 
problem which only includes release dates and 
delivery times, referred to as Pm | rek,j, qek,j | Cmax. 
In this case, every task j has a processing time 
prk,j + coolk,j.

(Carlier, 1987) introduced a lower bound for the 
problem Pm | rek,j , qek,j | Cmax. This lower bound is 
calculated for each stage Sk and expressed by the 
following equation:

( )
( )

( ), , , ,
1 1 1

1
= = =

 
= + + + 

 
∑ ∑ ∑

k k

i i

m mn

k k j k j k j k j
i j ik

LB re cool pr qe
m   

(3)

where ( ),k j i
re ( ( ),k j i

qe , respectively) is the ith 
value in the list of rek,j’s (qek,j’s, respectively) 
(j = 1, ..., n), which is sorted in ascending order.

Obviously, one obtains:

Corollary 2: The studied problem has the 
following valid lower bound:

{ }
1

 

max kk K
LB LB

≤ ≤
=                                           

(4)

O(Kn) is the time complexity of this lower bound.

Proof. LBk is a lower bound for the studied 
problem at stage Sk. Therefore, 

{ }
1

 

max kk K
LB LB

≤ ≤
=  is a valid lower bound for the 

addressed problem. O(n) is the time complexity 
of LBk. Repeating LBk for K times, yields a time 
complexity of the form O(Kn).

4. Heuristic Algorithm (TH)

The studied problem can be solved in a near-
optimal manner using this heuristic. The initial 
feasible solutions will be obtained in the first 
phase (P1) of the heuristic. Further improvements 
will be made to the feasible solutions during 
the second phase (P2). In both phases, parallel 
machine scheduling problems (Pm | rj, coolj, qj | 
Cmax) need to be solved. For each job there is a 
release date rj, a cooling time coolj, and a delivery 
time qj. A variant of (Pm | rj, coolj | Lmax) that 
minimises maximum lateness must also be solved. 

The Approximate Decomposition Algorithm with 
Cooling (ADAC) is a heuristic algorithm used in 
this study. Using ADAC, a near-optimal solution 
can be derived for the Pm | rj, coolj, qj | Cmax 
problem. NP-hardness is a well-known property 
of this problem. Notably, ADAC extends the 
Approximate Decomposition Algorithm (ADA), 
which was originally created to find approximate 
solutions for the problem Pm | rj, qj | Cmax (Gharbi 
& Haouari, 2007). Taking cooling times into 
account is an important aspect of ADAC. During 
every iteration of the ADAC, the machines 
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with the shortest and longest completion times 
are selected. Further on, the parallel machine 
scheduling problem described in the previous step 
is solved. Iterations are halted when a stopping 
condition is reached. The experiments carried out 
indicate that, in most cases, the ADAC algorithm 
is fast and achieves optimal scheduling. Both 
phases (P1 and P2) are described in detail below.

4.1 Constructive Heuristic (P1)

First, a starting stage Si (1 ≤ i ≤ K) is selected 
and the associated parallel machine scheduling 
problem (Pmi

 | rei,j , coolj , qei,j | Cmax) is solved 
using the ADAC heuristic. Let CCi,j be the end 
time of the cooling operation of task j and the 
release date in the next stage Si+1 is set as rj = CCi,j. 
A parallel machine scheduling problem expressed 
as (Pmi+1

 | rj , coolj, qj | Cmax) is obtained and 
solved using the ADAC. The same procedure is 
repeated iteratively from stage Si+2 to stage SK. 
Consequently, a partial schedule is obtained in 
stages Si, Si+1, ..., SK. For stage Si−1 a due time for 
each task j ∈ J is set as its starting processing time 
in stage Si. A parallel machine scheduling problem 
(Pmi−1

 | rei−1, coolj , dj | Lmax) is obtained and solved 
with ADAC. After solving the latter scheduling 
problem, the optimal maximum lateness in stage 
Si−1, (

1
max
iL − ) is either strictly positive ( 1

max 0iL − > ) 
or negative ( 1

max 0iL − ≤ ). The actions to be taken 
in these two cases are as follows:

1.	 If 1
max 0iL − > , then the starting time of the 

processing operation must be right-shifted by 
1

max
iL −  units of time in all stages Si, ..., SK.

2.	 If 1
max 0iL − ≤ , then the starting time of the 

processing operation must be left-shifted by 
1

max
iL −  units of time in all stages Si, ..., SK.

The same procedure is reiterated consecutively 
from stage Si−2 to stage S1. The result is a feasible 

schedule γi with the makespan (upper bound) UBi. 
When varying the starting stage Si (1 ≤ i ≤ K), K 
feasible schedules are obtained (γ1, ..., γK). The 
schedule with the minimum makespan value γ is  
selected to be the initial solution.

A self-contained figure (Figure 2) presents an 
example of the procedure with five stages and a 
starting stage S4.

4.2 The Improvement Phase (P2)

A starting stage Sh is selected firstly. Based on the 
feasible schedule γ derived in Phase 1, an iterative 
sequence of improvements is developed. A 
convergence criterion must be met in order to stop 
the improvement phase. During the improvement 
phase, schedules are fixed in all stages except 
for one, that is (Sh). As part of the rescheduling 
process, a parallel machine scheduling problem 
(Pmh

 | rj , coolj , dj | Lmax) must be solved. The 
parameters of the latter problem are rj, which 
denotes the release dates and is expressed by 
rj = CCh−1,j, where CCh−1,j is the final cooling time 
of task j in stage Sh−1 and dj, which denotes the 
due times dj = Th+1,j, where Th+1,j is the starting 
time for the processing of the task j in stage Sh+1. 
In the stage SK−1 the due times are dj = UB. Two 
cases must be considered once ADAC has solved 
the problem:

	- Lh
max < 0: An improved solution has been 

found in this particular case at the stage Sh 
with the makespan +Lh

max. As a result, a new 
schedule is generated by left-shifting all the 
tasks in the stages from Sh down to SK, by 
|Lh

max| units of time;

	- Lh
max ≥ 0: As a result, no improvement has 

been observed in this case.

Remark 1: Lh
max ≤ 0 since γ is a feasible schedule.

 
Figure 2. Illustration of the first phase (Phase 1)
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Choosing a starting stage Sh and setting up a 
problem Pmh

 | rj, coolj, dj | Lmax is the first step. 
Using the ADAC heuristic, this scheduling 
problem is solved. A rescheduling of stage Sh is 
performed if improvements are detected. The same 
procedure as for Sh is performed consecutively 
for the upstream stages Sh−1, Sh−2, ..., S1. If an 
improvment is detected the respective stage is 
rescheduled and the improvement is propogated to  
the downstream stage(s). When reaching the first 
stage S1, the improvement procedure is applied to 
the downstream stages S2, S3,..., SK consecutively. 
The stopping condition for the improvement 
phase is set to 2K − 2 visited stages (problems) 
without improvement. The obtained schedule 
at the end of the latter procedure is denoted 
by Δh (h = 1, ..., K). Therefore, K schedules are 
proposed and the best self-contained one is kept 
and denoted by γ. 

Remark 2: The symmetric problem (given in 
Definition 1) is solved using the proposed two-
phase heuristic. By doing so it is possible to find 
better solutions.

5. Experimental Results

The test problems  are generated as in (Vandevelde 
et al., 2005). Therefore, K ∈ {2,4,6,8,10} and 
n ∈ {10,20,40,80}. The uniform distribution 
within [20,30] is used to generate the uniform 
processing times Pk,j. The stage-machine 
configurations are detailed in (Vandevelde et al., 
2005). Cooling times are uniformly generated 
within [1,10] (Type 1), [20,40] (Type 2), and 
[20,60] (Type 3), respectively. It is crucial 
to evaluate the cooling times relative to the 
processing times for each type above. In the case 
of Type 1, the cooling time is comparatively less 
important than the processing time.

Five instances are generated for each combination 
of n, cooling Type, and stage-machine 
configurations (Sk;mk), leading to a total number of 
1800 instances. The testbed encompasses a wide 
variety of problem sizes, machine distribution 
patterns, as well as different processing and 
cooling times. Consequently, it offers a high level 
of diversity, enabling an impartial assessment of 
the proposed procedures.

5.1 The Performance of the  
Two-phase Heuristic

The proposed two-phase heuristic was developed 
and tested using the 1800 instances mentioned 
previously. Table 2 includes the global results 
obtained for the three cooling Types by 
employing the proposed heuristic algorithm 
(TH). Each instance also has a relative gap rg 
calculated as 100

 

UB LBrg LB
−

= × , where LB 
and UB represent respectively the lower bound 
(presented in section 3) and the makespan 
obtained by the heuristic TH. Furthermore, for 
each class of instances the average relative gap is 
calculated. Three metrics are used to measure the 
performance of the employed heuristic, namely 
MG – the average relative gap for a class of 
instances, MaxG – the maximal relative gap 
within a class of instances, and MT - the average 
computational time (CPU) in seconds (s) for a 
class of instances. 

Table 2. Global results obtained for the three 
cooling Types by employing the proposed  

heuristic algorithm (TH)

MT MG MaxG
Type 1 8.88 1.16 9.76
Type 2 14.86 0.77 8.17
Type 3 12.97 1.27 10.05
All types 12.24 1.07 10.05

By employing the proposed two-phase heuristic, 
effective solutions are generated, as evidenced 
by the results included in Table 2, which 
demonstrates its effectiveness. In fact, the 
average required CPU time is 12.24 seconds and 
the average gap is 1.07%. For Types 1 and 3, 
the average relative gaps are 1.16% and 1.27%, 
respectively. Type 2 is the easiest of the three 
types of test problems since the average relative 
gap is just 0.77%. In terms of test difficulty, Type 
3 is the most challenging. Accordingly, Type 3 
features the highest average relative gap, that is 
1.27%  and the longest average CPU time, that 
is 12.97s. For Type 3, the processing time is less 
important than the cooling time.

5.1.1 The Effect of Implementing the 
Second Phase (P2)

To gain a clearer understanding of the 
achievements related to Phase 2, a comparison 
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between Phase 2 and Phase 1 is carried out. Table 
3 includes the obtained results. According to 
them, it is evident that in Phase 2 the quality of 
the obtained solution was improved. For example, 
if Type 3 is considered, in phase 2 the MG and 
MaxG were reduced from 1.38% and 10.23%, 
respectively to 1.27% and 10.05%, respectively, 
within just 6 seconds.

Table 3. A comparison between P1 and P2 based on 
the employed cooling Types

MT MG MaxG

Type 1
P1 8.23 1.23 9.76
P2 8.88 1.16 9.76

Type 2
P1 14.22 0.82 8.17
P2 14.86 0.77 8.17

Type 3
P1 12.14 1.38 10.23
P2 12.97 1.27 10.05

All types P1 11.53 1.14 10.23
All types P2 12.24 1.07 10.05

A second pairwise comparison is made for PH1 
and PH2 by using the three above-mentioned 
metrics and the following cases are obtained:

	- (PH2 < PH1): the percentage of time when 
PH2 dominates PH1.

	- (PH2 = PH1): the percentage of time when 
PH2 and PH1 do not differ. 

The results of this pairwise comparison are 
included in Table 4. This table shows that PH2 
strictly dominates PH1 in 18.72% of instances. In 
addition, there is a slight advantage for Type 3 in 
comparison with Types 1 and 2 with a percentage 
of 20.17%.

Table 4. Pairwise comparison between PH1 and PH2 
based on the employed cooling Types

PH2 < PH1 PH2 = PH1
Type 1 17.83 82.17
Type 2 18.17 81.83
Type 3 20.17 79.83

All types 18.72 81.28

5.1.2 The effect of Implementing the 
Symmetric Problem

By contrasting the forward problem of Phase 2 
(PH2D) with the symmetric problem (PH2S), the 
effect of implementing the symmetric problem, as 

outlined in Definition 1, is evaluated. Tables 5 and 
6 display the overall findings. The implementation 
of the symmetric problem leads to a notable 
decrease in both the average and maximum 
relative gaps, as illustrated in Table 5.

Table 5. A comparison between PH2D and PH2S 
based on the employed cooling Types

MT MG MaxG

Type 1
PH2D 4.68 1.45 10.00
PH2S 4.21 1.16 9.76

Type 2
PH2D 7.47 0.95 8.17
PH2S 7.39 0.77 8.17

Type 3
PH2D 6.82 1.58 10.40
PH2S 6.14 1.27 10.05

Table 6 includes the following three cases:

	- (PH2D < PH2S): the percentage of time 
when PH2D strictly dominates PH2S.

	- (PH2D = PH2S): the percentage of time 
when PH2D = PH2S.

	- (PH2D > PH2S): the percentage of time 
when PH2S strictly dominates PH2D.

Table 6. Pairwise comparison between PH2D and 
PH2S based on the employed cooling Types

PH2D > 
PH2S

PH2D = 
PH2S

PH2D < 
PH2S

Type 1 39.00 40.00 21.00
Type 2 38.17 39.50 22.33
Type 3 38.83 37.50 23.67

All types 38.67 39.00 22.33

Table 6 shows that the implementation of the 
symmetric problem improves the quality of the 
obtained solution in 38.67% of all cases. In this 
context, it can be noticed that the solutions for 
the colling Types 2 and 3 after implementing 
the symmetric procedure are improved by 
38.17% and 38.83%, respectively. Therefore, 
this study illustrates the benefits of exploring 
symmetric problems.

6. Conclusion

In this work, the multi-stage flexible flow shop 
scheduling problem, particularly concerning 
the cooling operations in the steel industry, is 
addressed. The cooling time is generally ignored 
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in the existing literature. Also, the tackled 
problem is NP-Hard in a strong sense. Thus, a 
heuristic algorithm is introduced, alongside a 
lower bound. This lower bound involves relaxing 
the capacity constraints at all stages except for 
one. The proposed two-phase heuristic provided 
a near-optimal solution for the studied problem. 
Further on, an iterative process of solving a 
parallel machine scheduling problem is required 
for implementing this heuristic. So, the parallel 
machine scheduling problem is solved based on 
a newly adapted algorithm referred to as ADAC. 

An extensive experimental study is conducted 
based on benchmark test problems to evaluate 
the performance of the proposed lower bound and 
heuristic. It can be concluded that the proposed 
procedures are effective based on the obtained 
results. The problem becomes more difficult to 
solve when the cooling time is more important 
than the processing time (cooling Type 3). 

According to the obtained computational results, 
the proposed two-phase heuristic consistently 
provides high-quality production schedules.

In future research, another approach, such as 
metaheuristics, may be explored to provide a 
better near-optimal solution within a reasonable 
CPU time. To that, based on the already proposed 
procedures, several variants of the studied problem 
can be explored as including release dates in the 
first stage and delivery times in the last stage for 
different tasks.
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