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1. Introduction and Literature Review

The topic that is going to be explored in this paper 
is related to the multi-vehicle pickup and delivery 
problem with time windows to multiple depots: 
m-MDPDPTW. The m-MDPDPTW includes 
an even set of origin (suppliers) and destination 
(customers) for the collection and delivery 
of the goods, and the same type of product to 
be transported to deliver any customer. Each 
customer must be served exactly once, by one 
vehicle, and must not be visited before its supplier. 
Each vehicle is assigned to a single depot, which is 
the origin and end of its route (fixed destination), 
and must transport the goods from suppliers to 

their respective customers while respecting their 
time windows and without exceeding its capacity.

For the efficient resolution of such a complex 
problem, bringing together several variants, 
it is essential to design a resolution tool for 
m-MDPDPTW, based on heuristic and meta-
heuristic methods. These methods make it possible 
to find feasible solutions, close to the optimum, 
in a reasonable computing time.  The tool 
developed must provide route planning for a fleet 
of vehicles, in order to serve a set of customers 
at lower costs while also taking into accountthe 
various constraints of the problem. This paper 
focuses on evolutionary algorithms which are 
optimization techniques based on population, 
in particular, on particle swarms (PSO: Particle 
Swarm Optimization). This approach provides 
coding that accurately represents the data of the 
problem presented. Therefore, two approaches that 
assign a higher importance to the cooperation of 
individuals for finding the best solution have been 
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developed. The algorithms the two approaches 
developed in this study are based on optimization 
by PSO. The continuous PSO and the discrete 
PSO were adapted to the problem presented, while 
developing new procedures for the generation of 
initial particles, as well as new heuristics for the 
coding and decoding for the representation of the 
solutions obtained.

Indeed, the PSO is based on a population of 
randomly initialized solutions, and the search 
of optimums is done by updating the involved 
generations. However, the PSO has no evolution 
operator such as crossover and mutation, and in its 
research strategy, it assigns a greater importance 
to cooperation rather than competition between 
individuals. Contrary to most meta-heuristics, 
the PSO is a method that was originally designed 
to solve continuous variable optimization 
problems. As a result, several improvements to 
the original PSO algorithm have been proposed 
in specialisedliterature, in order to improve its 
performance and solve various continuous and 
discrete problems.

Many researchers have been interested in the 
vehicle routing problems. (Gustavo et al., 2018) 
Some works introduce the characteristics that 
distinguish the PDP from the standard VRP and 
a state-of-the-art approach to this type of problem 
and proposed methods for its resolution (Berbeglia 
et al., 2007) and (Parragh et al., 2008).This problem 
is often coupled with time windows (Kumar & 
Panneerselvam, 2012). (Dridi, I. Het al., 2011) 
have developed an interesting genetic algorithm 
for the optimization of multicriteria m-PDPTW 
by using the aggregation method and minimizing 
the compromise between total travel cost and total 
tardiness time. This method then dealt with the 
dynamic case. (Dridi, I. Het al., 2015).

(Marinakis & Marinaki, 2010) propose a GA 
that changes the VRP solutions by using a PSO. 
This algorithm improves the performance of each 
individual of the population. Another approach 
that combines genetic algorithms (GA) with 
the clustering algorithm for the resolution of 
m-MDPDP was proposed by (Alaïa et al, 2015). 
The objective of this work is to insert new depots 
in order to obtain feasible solutions (routes) for the 
m-MDPDP. The same authors have developed a 
new algorithm based on the PSO for the resolution 
of m-MDPDPTW. (Alaïa et al, 2017). This work 
was extended by a comparative study between the 
genetic algorithms and the PSO for the resolution of 

m-MDPDPTW. (Alaïa et al, 2018). (Cabrera et al., 
2012) proposed a hybrid algorithm that combines 
PSO and simulated annealing (SA) to solve The 
Probabilistic Traveling Salesman Problem (PTSP). 
These authors use the PSO for exploration and 
rapid convergence to the desired solution. As for 
the SA, this algorithm is used to improve particle 
diversity and prevent the proposed approach from 
being trapped in the local optimum.

(Ma et al., 2019) proposed a hybrid genetic algorithm 
based on priorities with a fuzzy logic controller 
and a random simulation for solving simultaneous 
pickup and delivery problems with time windows 
and multiple decision makers (SPDTW – MDM). 
The results obtained clearly showed the performance 
of the proposed optimization method. To solve 
Vehicle Routing Problem with Time Windows and 
Simultaneous Delivery and Pickup (VRPTWSDP), 
(Alinezhad et al., 2018) proposed an approach based 
on an improved PSO for the minimization of the 
total distance travelled. These authors combined 
PSO with Simulated Annealing (SA) to improve the 
PSO’s research capacity and maintain the diversity 
of solutions.

For the optimization of the total cost, (Li et al., 
2019) proposed an algorithm based on the PSO for 
solving the problem of ecological vehicle routing. 
The cost function integrated various costs, namely, 
penalty cost, energy cost, GHG emissions costs 
and others. In these works, a real case of vehicle 
routing has been studied. Another approach was 
proposed by (Shen et al.,  2018), based on the PSO 
and tabu search (TS)for solving the multi-depot 
open vehicle routing problem with time windows 
(MDOVRPTW). The objective studied by these 
authors is the minimization of the total cost, by 
presenting a technique that provides better route 
planning under carbon emission constraints.

The PSO algorithm has been used in various areas, 
namely, supply problems, (Mousavi et al., 2017), 
quadratic allocation problems, (Pradeepmon et 
al., 2018), technical design issues, (Dhiman & 
Kaur, 2019), as well as for solving the problems of 
industrial and assembly workshops (Toader, 2015).

The use of PSO has been tested and validated in 
the literature to demonstrate its effectiveness in 
the domain of transport and industry. This has 
encouraged researchers to adopt it. Further on, the 
present PSO-based approach will be detailed for 
the optimization of m-MDPDPTW. The second 
section sets for the mathematical model adopted 
for solving the problem presented. The third section 
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is dedicated to the different steps of algorithm 
development based on continuous and discrete 
PSO. The simulation results are presented in 
Section 4. Finally, Section 5 concludes this paper.

2. Mathematical Model

Our problem is characterized by the  
following variables:

L: All depots, {1,..., }dep ;

H: All nodes (pick-up and delivery), { }1, , n ;

H+: All pick-up nodes, { }1, , n 2 ;

H-: All delivery nodes, { }1, , n 2

;

Hc: All couples, { }1, , n 2

;

Ci: The couple (ci,fi), with ci is the delivery node  and 

fi is its corresponding pick-up node, { }i 1, , n 2 ;∀ ∈ 

Vm: the set of vehicles available at depot m;

dij: Euclidean distance which separates node i and j; 

K: Total number of vehicles available in all depots; 

k: Vehicle index for each depot m {1,..., }mV ;

qi: The quantity of goods at node i (if qi <0, it is a 
delivery node or if qi> 0, it is a pickup node);

tk
ij: Time required for vehicle k to travel from node i 

to node j; 

Q: Maximum capacity of vehicles; 

Yk
i: Vehicle load k after leaving node i;

ETi: The start date of the time window of node i;

LTi : The end date of the time window of node i;

Si : Operating time of node i;

Ai : Arrival time at node i;

Di : Departure time from node i;

Wi : Waiting time at node i; 

Ti: Tardiness time at node i; 

A decision variable, modelling the visit sequence 
for each vehicle, is defined as follows:

mk
ij

=1 if vehicle k originates from depot m travelling along arc (i, j)
=0 Sin

x
on





The goal is to minimize the total distance travelled 
by all vehicles for the m-MDPDPTW. The 
objective function is formulated as follows: 

L V H H
Minimize d x

∈ ∈ ∈ ∪ ∈ ∪

= ∑ ∑ ∑ ∑
m

mk
ij ij

m k i m j m
f

( ) ( )
 

     
(1)

Subject to:

Each node is visited by a single vehicle, this is 
guaranteed by equations 2 and 3:

L H L V

x 1 ( H L)
∈ ∈ ∪ ∈

= ∀ ∈ ∪∑ ∑ ∑
m

mk
ij

m i k

j
           

(2)

L H L V

x 1 ( H L)
∈ ∈ ∪ ∈

= ∀ ∈ ∪∑ ∑ ∑
m

mk
ij

m j k

i
           

(3)

Each vehicle starts and ends its tour at the same depot:

H H
x x ( Let V )

∈ ∈

= ∀ = ∈ ∈∑ ∑mk mk
ij ji m

j j
i m k

   
(4)

All vehicles leave from and return to the depotempty:

x y ( L, Het V )= ⇒ = ∀ ∈ ∈ ∈mk k
ij i mi j k1 0      

(5)

x y ( L, Het V )= ⇒ = ∀ ∈ ∈ ∈mk k
ji i mi j k1 0      

(6)

The load of vehicle k leaving node j is expressed 
as follows:

x y y q ( , Het V )= ⇒ = + ∀ ∈ ∈mk k k
ij j i j mi j k1      

(7)

Equation 7 applies to all vehicles in all depots.

The load of the vehicles must not exceed the 
maximum capacity:
0 y Q ( Het V )≤ ≤ ∀ ∈ ∈k

i mi k                         (8)

Each node i admits a time interval [ETi, LTi] in 
which it must be served. The times defined in 
equations (9), (10) and (11) respectively represent: 
the arrival time, the departure time and the service 
time at each depot:

x 1 A D t ( V )= ⇒ = + ∀ ∈mk k
ij j i ij mk         

(9)

D A s ( H)= + ∀ ∈i i i i                                 (10)
D s ( L)= = ∀ ∈0i i i                                    (11)

To respect the time windows associated to each 
node, the arrival time at node i must not be 
lower than ETi, otherwise a waiting time will be 
calculated by equation (12). And if the departure 
time is higher than LTi, a tardiness time will be  
calculated by equation (13):

i i i iA ET W ET A ( H)< ⇒ = − ∀ ∈i i               (12)

i i iT max( ,D LT ) ( H)= − ∀ ∈i0                    (13)

Equation (14) ensures that no customer node 
(ci) is served before its supplier (fi). This makes 
it possible to respect the precedence constraint 
between the nodes:

cD D ( H , H et H )+ −< ∀ ∈ ∈ ∈
i if c i ii f c       

(14)
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3. Particle Swarm Optimization for 
the m-MDPDPTW

Two new approaches based on particle swarm 
optimization were developed for the resolution of 
m-MDPDPTW. The first comes up with a solution 
based on a continuous PSO algorithm adapted to 
the discrete problem presented, while the second 
uses a discrete PSO algorithm. In order to explain 
the functioning of these two algorithms, the basic 
idea of the presented PSO algorithm is exposed, 
then the main techniques which lead to the final 
structure of the two above-mentioned elaborated 
algorithms are presented.

3.1 General principle of the proposed 
PSO algorithm for m-MDPDPTW

The basic principle of the PSO is to start from 
an initial swarm and to apply a research strategy 
based on the cooperation of its Ne particles.

The search for optimums is done by producing 
several generations.  At each generation, a 
potential solution to the problem is created, then 
evaluated in order to record the best solutions 
found. The solution to the above-mentioned 
m-MDPDPTV represents the best solution found 
for all generations.

Begin
1. Choose the size of the swarm Ne; 
2. Creation of the initial swarm size;
3. Initialize the speed vi,j of each particle; 
4. Initialize the position xi,j of each particle; 
5. Evaluation of each particle;
6. Initialize Pbesti (0); 
7. Initialize Gbest (0) = Best Pbest (0); 8. 
While stopping criterion is not satisfied do
 9. For i = 1 to Ne do
10. Update the speed then the positions of 
each particle i; 
11. Decoding the new position of the 
particle i; 
12. Generation of new solutions;
13. Apply corrections heuristics for 
generating viable solutions; 
14. Evaluate new solutions; 
15. End for;
16. Update Pbest and Gbest; 
17. End While; 
18. The best solution found Gbest.
End

Figure 1. PSO proposed for the m-MDPDPTW

In the framework of the PSO algorithm, speed is the 
basic mechanism that directs research in promising 
areas of the solution space. This speed allows 
the updating of the particles` positions. For most 
applications, the positions of the particles represent 
the solutions of the approached problem but in this 
case the solution to the presented m-MDPDPTW 
is decoded from the new positions of the particles, 
hence the addition of decoding heuristics. The 
proposed PSO algorithm for m-MDPDPTW is 
described by the steps in Figure 1,

with:

i i i
i

i

x (t 1), si (x (t 1)) is better than (Pbest (t))
Pbest (t 1) (15)

Pbest (t),  else
+ +

+ = 


f f

 (15)

iPbest iGbest(t 1) arg min (Pbest (t 1)), 1 i N (16)+ = + ≤ ≤f   (16)

i, j

i , j

1 1 i, j ij

2 2 j i, j

(t)(pbest (t) x (t))         (17)

(t)(gbest (t) x (t))


 − +


−

i, j

i, j

v (t)+

v (t + 1) =

w

c r

c r
  

(17)

i, j i, j i, jx (t 1) x (t) v (t 1)                              (18)+ = + +   (18)

where w, c1r1 and c2r2 represent respectively, 
the inertia, cognitive and social components 
associated with particle displacement.

The elaborate approaches use new heuristics for the 
creation of the initial solution and the correction 
of non-viable particles. They associate roads with 
vehicles by applying an identical grouping phase 
and use the same evaluation function. Therefore, 
they share the same procedure, unlike some details 
related to the nature of the PSO version used 
(discrete or continuous). This difference lies in the 
coding and decoding of the solutions, the updating 
of the speed and the position of the particle, and 
the calculation of the best position obtained for 
the particle and the swarm.

3.1.1 Heuristic Method Developed for the 
Creation of the Initial Swarm Pnode / depot

The first step is to assign the nodes to the depots 
containing the vehicles that will serve them. These 
nodes are assigned in pairs (customer / suplier) 
by applying a grouping phase that chooses the 
nearest depot. At the end of this first step each 
couple belongs to a single initial depot. In order 
to improve the quality of the solutions of the 
initial swarm, a heuristic that minimizes the total 
travelled distance, while taking into account 
the different characteristics of the problem, was 
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developed for its construction. The principle is to 
randomly select a starting node, in each depot, to 
calculate the distance between this node and all 
the nodes belonging to the same depot, so that 
it can be followed by the one that is closest to it.

The initial above-mentioned swarm, denoted by  
Pnode / depot, represents the visit order of the nodes, for 
assigning only one vehicle to each depot, and it is thus 
a solution to the problem of 1-MDPDPTW. Figure 2 
shows an example of particles of this swarm with 20 
nodes and 3 index depots that is 21, 22, and 23.

Depot1 21 13 4 8 17 10 5 12 20 21

Depot2 22 7 18 3 6 19 2 14 16 22

Depot3 23 1 15 11 9 23

Figure 2. An example of Particles of the  
swarm Pnode / depot

3.1.2 Decoding of Initial Solutions: Routing 
Phase for the Creation of the Swarm 
Pnode / vehicle / depot

In order to decode the passage of vehicles from 
individuals in the Pnode / depot swarm, a new type of 
swarm Pvehicle / depot of size Ne should be created. 
This will indicate, to each individual of the 
swarm Pnode / depot, the number of nodes visited by 
each vehicle available in each depot. Once the 
swarm Pnode / vehicle / depotis generated, precedence 
and capacity correction heuristics are applied. 
Further on, a new correction heuristic is added 
to the former corrections in order to assign each 
couple to the same road. The swarm Pnode / vehicle / depot 
contains solutions to the m-MDPDPTW problem 
approached, as it represents for each depot the visit 
order of nodes for each vehicle. Figure 2 shows an 
example of particles of the swarm Pnode / vehicle / depot.

Depot1 21 13 4 8 17 21 10 5 12 20 21

Depot2 22 7 18 3 6 22 19 2 14 16 22

Depot3 23 1 15 23 11 9 23

Figure 3. An example of particles of the  
swarm Pnode / vehicle / depot

The solutions to the m-MDPDPTW problem are 
represented as a direct permutation list containing 
a sequence of genes encoded in integers which 
represent the n nodes to be visited (customers 
and supplier). The start and end of each road is 
indicated by the depot index, from which the 
vehicle begins and ends its tour.

3.2 Adaptation of Continuous PSO for 
m-MDPDPTW Optimization

After updating the speed and calculating the new 
position of each particle, a decoding phase is 
required to obtain the new visit order of the nodes. 
Figure 4 shows the structure of the algorithm for 
adapting the continuous PSO developed for the 
optimization of m-MDPDPTW.

n: the number of nodes to serve, f: the function 
to be minimized, T: the maximum number of 
iterations, dep: number of depots;
1. Initialization
t = 0 ; xmax = n; xmin = 0 ;
2. Choose the size of the swarm Ne; 
3. Generate Ne initial particles of Pnode/depot; 
4. Routing phase for creating initial  
solutions Pnode/vehicle/depot
5. Application of correction heuristics: precedence, 
capacity and belonging to each couple on the  
same route; 
6. Evaluate the initial particles of Pnode/vehicle/deposit 
(equation 1);
7. Initialize the speed of each particle by using 
random values between [0; n];
8. Initialize the position of each particle x (0) = 
Pnode/depot;
9. Initialize Pbesti (0) = Pnode/vehicle/depot; 
10. Initialize the best solution found by the 
swarm:
Gbest PbestPbest ii

( ) arg min ( ( ))0 0= f

11. While (t<T) do
12. For i = 1 to Ne do
13. Update speed vi (t + 1) using equation (17);
14. Update of the new position xi (t + 1) using 
equation (18);
15. Check if the new particle is coming out of the 
search space
— if (xi(t + 1) >xmax) then xi(t + 1) = xmax ;
— else if (xi(t + 1)<xmin) then xi(t + 1) = xmin;
17. Generate new solutions: Routing phase; 
18. Apply heuristics of corrections; 
19. Evaluate the Ne particles of Pnode/vehicle/depot 
(equation 1); 
20. Keep the best result found by the particle;
For i = 1 to Ne do
if f(Pnode/vehicle/depot(i))<= f(Pbesti(t))  
then Pbesti(t + 1) = f(x(t + 1)) else
Pbesti(t + 1) = Pbesti(t) ;
End For
21. Update the best solution found by the swarm: 
Gbest t Pbest tPbest ii

( ) arg min ( ( ))+ = +1 1f

22. End For;
23. End While;
24. The best solution found on all generations Gbest.

Figure 4. Algorithm for adapting the continuous PSO 
tothe m-MDPDPTW
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3.3 Discrete PSO for the Optimization 
of m-MDPDPTW

The discrete PSO algorithm solves discrete 
optimization problems with variables between 
0 and Z-1 (Z is a positive integer) (Osadciw & 
Veeramachaneni, 2009).

This algorithm adapts well to the data of the 
above-mentioned problem by taking Z = n. Like in 
the continuous version, equation (17) is also used 
to update the particle speed. This speed, which 
is represented in real numbers, is subsequently 
transformed into a set of probabilities by equation 
(19). Then, the new position of the particle i is 
calculated by means of equations (20) and (21). 
The best positions obtained for the particle and the 
swarm are also calculated like in the continuous 
version using equations (15) and (16).

i, j
i, j i, j v (t 1)

Z(t 1))      (19)
1 e− ++ =
+

~
v  (t + 1) = sig(v

      
(19)

i, ji, j ) (Z 1) ) (20)+ − ×σ×β
~ ~

 (t + 1) = round(v  (tx     (20)

i, j
i, j

i, j

Z 1 si (t 1) Z 1
(t 1)  (21)

0 (t 1) 0

 − + > −+ = 
 + < si

x
x

x

~

~

       

(21)

where σ is a parameter and β is a random number 
of the interval [0 1]. Equation (19) is used to 
transform the speed into a continuous value 
between 0 and Z.

3.3.1 Coding Solutions for Discrete PSO

For the proposed discrete version of the PMP, 
the principle of permutation coding used in the 
continuous version was adopted. Each element of 
the particle represents a node to visit, and these 
indices must be integers belonging to the interval 
[0 n-1]. If one uses the example of particle i in 
figure 2, and keeps the same indices for depots in 
the discrete version, the particle will be coded as 
shown in Figure 5.

Depot1 21 12 3 7 16 9 4 11 19 21

Depot2 22 6 17 2 5 18 1 13 15 22

Depot3 23 0 14 10 8 23

Figure 5. Particle i of the swarm Pnode/depot coded for 
the discrete PSO version

3.3.2 Decoding Solutions for Discrete PSO

The method of decoding solutions for the discrete 
PSO admits the same steps as those used in the 

continuous version. The values ​​of the new position 
of the particle i are ordered in ascending order. 
These values ​​represent the order of priority for 
the position of each node in the particle. The only 
difference for the discrete version is the use of                                                     
vi,j(t+1) = sig(vi,j(t+1)) instead of vi (t + 1) to 
order the elements of the particle that share the 
same values ​​of position.

n: the number of nodes to serve, f: the function 
to be minimized, T: the maximum number of 
iterations, and dep: depot number;
1. Initialization
t = 0, xmax = n - 1, xmin = 0,σ, β;
2. Choose the swarm size Ne;
3.Generate Ne initial particles of Pnode / depot
4. Routing phase for creating initial solutions  
Pnode/vehicle/depot
5. Application of correction heuristics: precedence, 
capacity and belonging to each couple on the  
same road;
6. Evaluation of Ne initial particles of Pnode/vehicle/depot 
(equation 1);
7. Initialize the speed of each particle by using 
random values between [-4; 4];
8. Initialize the position of each particle x(0) = 
Pnode/depot;
9. Initialize 
Pbesti (0) = Pnode/vehicle/depot [i];
10. Initialize the best solution found by the swarm;

 Gbest PbestPbest ii
( ) arg min ( ( ))0 0= f

11.While (t<T) do
12. For i = 1 to Ne do
13. Update speed vi (t + 1) using equation (17);
14. Update the new position xi (t + 1) using 
equations (19), (20) and (21);
15. Check if the new particle is coming out of the 
search space:
if (xi(t + 1) >xmax) then xi(t + 1) = xmax;
else if (xi(t + 1)<xmin) then xi(t + 1) = xmin;
16.Decoding the new particle positions;
17. Generation of new solutions: Routing phase;
18. Apply heuristics of corrections;
19. Evaluation of the Ne particles of  
Pnode/vehicle/depot(equation 1);
20. Keep the best result found for the particle;
21. For i = 1 to Ne do
if f(Pnode/vehicle/depot(i)) <= f(Pbesti(t)) then  
Pbesti(t + 1) = Pbesti(t) ;
22. End For;
Gbest t Pbest tPbest ii

( ) arg min ( ( ))+ = +1 1f

 23. End For;
24. End While;
25. Show the best solution found for all generations 
Gbest;

Figure 6. Discreet PSO for the m-MDPDPTW
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In Figure 6, the structure of the discrete PSO 
algorithm developed for the resolution of 
m-MDPDPTW is presented.

4. Simulation and Results

In this part, some simulation results obtained by 
using the Li and Lim instances are presented, by 
inserting depots nodes. The aim is to minimize 
the total travelled distance by observing all the 
constraints of the problem.

In the continuous PSO version, particle movement 
is controlled by limiting the maximum distance 
they travel during iteration. Thus, to escape the 
problem of the particles exit from the search 
space, an interval confinement technique is used. 
The speed of each particle is initialized for values 
between 0 and n (where n is the number of nodes 
to visit). The position of each particle must contain 
integer values belonging to the interval [1; n]. To 
update the speed of each particle, equation 17, 
which contains an inertia factor, is used. Global 
exploration of the research space starts with a 
relatively high inertia factor value w = 0:8then 
the exploitation is intensified in order to refine the 
search on a small space by linearly decreasing w 
until it reaches 0.5. After several tests, the chosen 
parameter values are: c1 = 0: 2, r1 = 0: 3, c2 = 0: 
2, r2 = 0: 5. The new position of the particle is 
calculated based on Equation 18.

Table 1. Location of the different depots

Instances Coordinates of the 
1st depot

Coordinates of the 
2nd depot

LC (40 , 50) (34 , 32)

LR (35 , 35) (60 , 40)

LRC (40 , 50) (65 , 30)

Table 1 includes the location of the different 
depots considered in this simulation for each type 
of Li and Lim instances, that are available in the 
time window [0 600].

Table 2. Results of the simulations for the adaptation 
of the continuous PSO to m-MDPDPTW by using 

instances of Li and Lim for two depots

Instance Vehicles number 
used Better distance

LC101 14 1839,3962

LC102 12 1606.802

LC201 06 947,914

LC202 05 1472,292

LR101 09 2137.170

LRC202 07 2829,999

Table 2 presents some results of the simulations 
for the resolution of m-MDPDPTW by the 
continuous PSO approach.

For the discrete PSO version and in order to avoid 
the problem of the swarm’s exit from its search 
space, a maximum speed is set at 4. The initial 
speed of each particle is therefore initialized by 
random values in the interval [-4 4]. Each element 
of the particle is an integer belonging to the 
interval [0 n-1]. For updating the particle speed, 
equation 17 is also used. Equations 19, 20 and 21 
are used for updating the particle’s position. The 
values of the chosen parameters are as follows: 
σ = 0:5 and β takes on a random value between 
0 and 1. Table 3 illustrates some solutions for 
adapting the discrete PSO to m-MDPDPTW by 
using Li and Lim instances for two depots.

Table 3. Simulation results for the adaptation 
of discrete PSO to m-MDPDPTW by using the 

instances of Li and Lim to two depots

Instance Vehicles 
number used

Better 
distance

LC101 17 1940,205
LC102 09 1982,140
LC201 05 958,613
LC202 05 1563,263
LR101 07 2054,441

LRC202 07 2859,729

Table 4 illustrates the results of both continuous 
and discrete PSO approaches.

Table 4. Comparison of the results of the two  
PSO approaches 

Instance
Better distance 

continuous 
PSO

Better 
distance 

discrete PSO
LC101 1839,3962 1940,205
LC102 1606,801 1982,140
LC201 947,914 958,613
LC202 1472,292 1563,263
LR101 2137,17 2054,441
LR102 2128,639 1999,699
LR201 2060,405 2077,726
LR202 2497,547 2568,205

LRC101 2513,376 2593,103
LRC102 2567,438 2530,135
LRC201 2937,202 2972,344
LRC202 2829,999 2859,729

http://context.reverso.net/traduction/anglais-francais/Geographical+Coordinates
http://context.reverso.net/traduction/anglais-francais/Geographical+Coordinates
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When comparing the continuous PSO adapted 
to the m-MDPDPTW problem to the discrete 
PSO, one can notice that the values of the total 
travelled distance obtained by using the former 
approach are better than those obtained by using 
the latter approach.

The discrete PSO only triggered a slight 
improvement of the fitness for the LR101, LR102 
and LRC102 instances.

5. Conclusion

This paper presents a new metaheuristic method 
based on particle swarms for the resolution of 
m-MDPDPTW.

The objective function analysed is the 
minimization of the total distance travelled by 

all vehicles. For this purpose, in the first part the 
mathematical model that represents the above-
mentioned problem was formulated. 

The second part of this paper has been devoted 
to the use of the continuous and discrete PSO 
and to outlining the different steps developed 
for finding the best solution for optimizing the 
objective function tackled in this paper.The above-
mentioned solution represents the complete road 
of each vehicle, specifying the order of the nodes 
to be visited. The solutions found by these two 
approaches were compared using Li and Lim’s 
instances. This comparison showed that the 
adaptation of the continuous PSO yields better 
results for the optimization of the m-MDPDPTW. 

A future research work is planned to optimize the 
above-mentioned problem in its dynamic version.
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