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1. Introduction 

Factories and workshops which still lack the 
intelligence in their machines and still depend 
on human have bad effects either on human, 
due to health complications that may cause 
death, or on productivity. Previous problems 
lead to the use of intelligent robots with lower 
cost. The need for artificial intelligence and 
vision system is motivated by their capability to 
perceive the environment and take actions that 
maximize chances of success with the 
enterprise of automating and integrating a wide 
range of processes and representations for 
vision perception [1]. This article presents a 
self eyed robotic arm that can serve in many 
places with many applications like painting, 
welding, drawing and assembling. Robotic arm 
is used instead of human as it is more powerful, 
accurate, saves the materials, efficient in 
repetitive tasks, reduces the cost, and for all 
previous reasons this arm can improve 
productivity and quality of production. 

Vision allows humans to perceive and 
understand the world surrounding them, while 
computer vision aims to duplicate the effect of 
human vision by electronically perceiving and 
understanding an image [1]. Giving computers 
the ability to see is not an easy task. 
Sometimes, equipment will deliver images that 
are 3D but this may be of questionable value: 
analyzing such datasets is clearly more 
complicated than 2D, and sometimes the 'three-
dimensionality' is less than intuitive to us. 
Terahertz scans are an example of this [2]. 
Dynamic scenes such as those to which we are 
accustomed, with moving objects or a moving 

camera, are increasingly common and represent 
another way of making computer vision more 
complicated. Image processing involves 
changing the nature of an image in order to 
either improve its pictorial information for 
human interpretation or to render it more 
suitable for autonomous machine perception [3-
7]. We are concerned with digital image 
processing, which involves using a computer to 
change the nature of a digital image. Humans 
like their images to be sharp, clear and detailed; 
however, machines prefer their images to be 
simple and uncluttered [8]. 

The inverse kinematic robotics problem has 
been the focus of kinematic analysis for robot 
manipulators. In order to determine all possible 
formations to place the end effector of a robot 
manipulator at a particular point in space, we 
must compute the movements associated with 
each joint variable [9]. Forward kinematics 
finds the value of the end position of the arm 
given the robot's current joint angles. There are 
several methods to resolve this problem. In the 
presented work it is done using the 
homogenous transformation matrices and 
Denavit–Hartenberg’s systematic representation 
of reference systems. This is because although 
you may find the final position geometrically, 
this method offers a response which could 
relate the position of the end of each link in the 
kinematic chain compared to the previous 
reference system in order to define the position 
of each articulation in the robot [10]. Forward 
kinematics contributes to perform inverse 
kinematics and find joint angles that put the 
robot's arm into a general desired position and 
orientation. Actually, the forward kinematic 
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problem uses the kinematics equations to 
determine the pose given the joint angles. 
While, the inverse kinematics problem 
computes the joint angles for a desired pose of 
the figure. 

The smart arm implementation here is based on 
three main parts: Image processing, inverse 
kinematics and control. Where, image 
processing algorithm recognizes a new object 
then makes some processing and compares it 
with the stored ones in the database.  

While inverse kinematics is responsible for 
obtaining the mathematical equations for 
converting the points representing the object's 
coordinates, which come from the image 
processing algorithm, into angles for moving 
the motors of the arm. Finally, the control part 
is responsible for teaching the robotic arm 
manually the correct coordinates of the object 
(which are recorded) as well as, the set of 
movements to be retrieved later during a redo 
process. Moreover, the arm is controlled 
automatically after receiving the angles of the 
motors from inverse kinematics process which 
is implemented using PIC microcontrollers. 

The rest of the paper is organized as follows: 
the proposed framework is presented in details 
in section 2. Section 3 covers the hardware 
implementation. Experimental results are 
illustrated in section 4.  

2. Proposed framework  

Initially the objects' image (to be painted) is 
captured using a camera in a fixed position. 
Some processing is done to recognize this 
picture using image processing algorithm, then 
the picture is given an ID and both the picture 
and its ID are stored in a database. Next, a 
new process called learning begins. In this 
process, the object moves until it reaches a 
position in front of the presented robotic arm. 
A joystick is then used to control the robotic 
arm so that it can "paint" the object totally. 
The movements of the arm robot are recorded 
and stored in a database in the microcontroller 
memory and they are given an ID similar to 
the ID that was given to the picture of the 
object. This ends the learning process of the 
proposed system on the object. 

When another object is presented to the 
proposed system, the camera captures its 
picture to compare it with the objects' picture 

stored in the database. Only then there will be 
two options for the system. The first option will 
be valid if the comparison finds a match 
between the newly presented object and the 
stored one. In this case, the ID of the stored 
matched object in the database is sent serially 
to the control system so that it can repeat the 
recorded movements stored in the database 
before by the microcontroller. 

While the second option occurs when the 
comparison results is a no-match situation (i.e. 
the newly presented object is not in the stored 
database). In this case, some processing is done 
on the picture of the new object. This 
processing aims at dividing the picture into 
groups (grouping) so that we can reach the 
required points that we need to fully cover the 
object in the painting process .These points are 
then passed to the inverse kinematics part 
which is used to find the corresponding motor 
angles that are required to move the arm robot 
to each point. A flow chart describing the 
proposed framework is illustrated in Figure 1. 

 

Figure 1. Flowchart of the proposed Framework. 



Studies in Informatics and Control, Vol. 23, No. 1, March 2014 http://www.sic.ici.ro 109

2.1 Image Processing 

The vision system here depends on comparing 
features of products with known specification 
to decide if the arm robot is trained to deal with 
it or not. The component of such system is a 
camera (digital camera) connected to a PC 
through USB port. PC has software that 
receives the coming images then makes the 
processing and the decision to finally send the 
output to the arm robot controller.  

Choosing the camera depends on three 
parameters: The size of the out coming image 
which depends on the product, resolution of 
the out coming image that depends on the 
robot application and focal length that 
depends on the area of the work space in 
which a robot performs. 

Initially, the camera captures the image of the 
target object. A pre-processing task begins 
after obtaining gray scale from the colored 
image. The Morphological Opening is used 
on the gray scale or binary image with the 
structuring element SE [11]. The 
morphological opening operation is erosion 
followed by a dilation using the same 
structuring element for both operations [12]. 
Dilation adds pixels to the boundaries of 
object in an image, while erosion removes 
pixels on object boundaries. The number of 
pixels removed or added depends on the size 
and shape of the structuring element used to 
process the image. The next step subtracts the 
background image from the original Image, 
then increase the image contrast by adjusting 
image intensity or color map. Thresholding 
the image is followed to convert the image to 
binary. Finally, get the parameters and store 
them in database with the object ID to 
retrieve when it's needed for comparison with 
other arriving objects in the production line. 
If a match occurs between new object and the 
stored one, the id is sent to the control unit by 
the serial port. Otherwise, the arm robot is 
not leaned, so use grouping to send the points 
the path that it should follow. Where, the 
image is separated to group of pixels, size of 
each group depends on the end effector's 
(spray) size. The position of each group is 
represented by the position of the pixel in the 
center of it. Figure 2 shows the proposed 
interface of the image processing algorithm 
with MATLAB. 

 
(a) 

 
(b) 

Figure 2 (a,b). Image processing interface with 
MATLAB GUIDE. 

2.2 Forward and inverse kinematics 

The assistance of an inverse kinematics 
algorithm gives the animator merely the desired 
location of certain chosen points on the body 
and relies on the algorithm to automatically 
compute a set of joint angles that satisfy the 
end-effector constraints which represents our 
focus in this paper [13-16].  

Figure 3 illustrates the presented robotic arm with 
the joint angles appearing on it. We represent 
each joint using Denavit-Hartenberg 
transformation matrix and to find position and 
orientation of end-effector we multiply all the 
transformation matrices. Denavit-Hartenberg 
method is discussed later in details in section 3.1. 

 

Figure 3. Robotic Arm with joint angles. 
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2.3 Control 

Controlling the real-time movements of arm's 
servo motors depends on the software 
program's results from the previous stage 
(Inverse Kinematics and Modeling). After 
converting points and coordinates into angles 
they are passed to motors and used by 
microcontroller control code to perform control 
tasks of the designed arm. Microcontroller 
records and saves stopping positions when 
record button is pressed. When redo button is 
pressed, motors return to their initial positions 
and begin to repeat the motion recorded which 
provides arm with the ability of learning 
manually. To make this option more reliable, 
we provide it with a security system to enable 
only the authorized persons to enter the system. 
We also provide it with a recovery system 
when power failures occurred and continue 
working from the last position before failure.  

2.3.1 Denavit Hartenberg method 

The Denavit-Hartenberg parameters (DH 
parameters) are the four parameters associated 
with a particular convention for attaching 
reference frames to the links of a spatial 
kinematic chain or robot manipulator [17].  

A homogeneous matrix ܣ௜
௜ିଵ is a 4x4 matrix 

that contains information related to the position 
and orientation of the reference system attached 
to the link i of the manipulator compared with 
the reference system of the link i-1. In that way 
the matrix ܣଵ

଴, represents the position and 
orientation of the coordinate system S1 
compared with the coordinate system S0. If S0 
is placed in the frame of the manipulator and S1 
in the end of link one, the matrix ܣଵ

଴ represents 
the position of S1 compared with the fixed 
coordinate system of the robot, Figure 4. So 
that the representation of the end position of the 
manipulator is ܣ௡

଴  where n is the degrees of 
freedom DOF of this matrix. This matrix is 
usually named T and is given by equation (1): 

T = ܣ௡
଴ |௡ ୀହ

ଵܣ = 
଴ ܣଶ

ଵ ଷܣ 
ଶ ସܣ 

ଷ ହܣ 
ସ    (1) 

For the calculus of ܣ௜
௜ିଵ matrices, DH 

parameters must be defined, these parameters 
rely exclusively on the geometric 
characteristics of each link and allow placing 
the coordinate systems in each. The coordinate 
systems must be placed like in Figure 4, to 
comply with the characteristics of the DH 
parameters which are defined next. 

 

Figure 4. Location of coordinate systems. 

The DH parameter characteristics are [18]: 

- ai is the link length, i.e., translation along 
Xi axis. 

- αi is the link twist angle, i.e., Rotation 
around Xi axis. 

- di is the Joint distance, i.e., Translation 
along Zi-1 axis.  

- θi is the Joint angle , i.e., Rotation around 
Zi-1 axis. Which are the required angles, 
giving it initial value =0 

The calculation of DH parameters is illustrated 
in Figure 5. 

 

Figure 5. Denavit-Hartenberg parameters 
calculation. 
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Initially we define previous constants to each 
link of the arm robot as in Table 1. 

Table 1. Initial values for DH parameters for each 
link of the arm robot. 

Link ai αi di θi 
1 2.5 90 2 0 
2 9.5 0 0 0 
3 9.1 0 0 0 
4 2.5 90 0 0 
5 0 0 13.5 0 

A matrix DH which is defined from table 1: 

0 2 2.5 90

0 0 9.5 0

0 0 9.1 0

0 0 2.5 90

0 13.5 0 0

DH

 
 
 
 
 
 
  

  (2) 

Then define the arm robot to the Matlab 
through “SerialLink” command: 

Arm =SerialLink(dh); 

The general form of orientation matrices is 
given by: 

1

0

0 0 0 1

i i i i i i i

i i i i i i ii
i

i i i

Cos Sin Cos Sin Sin aCos

Sin Cos Cos Sin Cos a Sin
A

Sin Cos d

     
     

 


 
  
 
 
 

(3) 

Replacing the values of Table 1 in equation 3: 

For Link 1 

1 1 1 1

1 1 1 10
1

1

0

0

0 1 0

0 0 0 1

Cos Sin a Cos

Sin Cos a Sin
A

d

  
  

 
  
 
 
 

 (4) 

For Link 2 

2 2 2 2

2 1 2 21
2

0

0

0 0 1 0

0 0 0 1

Cos Sin a Cos

Sin Cos a Sin
A

  
  

 
  
 
 
 

 (5) 

For Link 3  

3 3 3 3

3 3 3 32
3

0

0

0 0 1 0

0 0 0 1

Cos Sin a Cos

Sin Cos a Sin
A

  
  

 
 
 
 
 
 

 (6) 

For Link 4 

4 4 4 4

4 4 4 43
4

0

0

0 1 0 0

0 0 0 1

Cos Sin a Cos

Sin Cos a Sin
A

  
  

 
  
 
 
 

 (7) 

For Link 5 

5 5

5 54
5

5

0 0

0 0

0 0 1

0 0 0 1

Cos Sin

Sin Cos
A

d

 
 

 
 
 
 
 
 

 (8) 

For getting transformation matrix that 
represents the relation between link 1 and link 
5 we multiply the 5 matrices as in equation (1). 

After simplifying, the resulting matrix is: 

11 12 13

21 22 23

31 32 33

0 0 0 1

x

y

z

R R R P

R R R P
T

R R R P

 
 
 
 
 
 

 (9) 

As θ5 is the angle of end effector and we ignore 
it, so let θ5=0; 

After simplifying, 

R11= cos(θ1)*cos(θ2+θ3+θ4) (10) 

R12=sin(θ1) (11) 

R13=cos(θ1)*sin(θ2+θ3+θ4)  (12) 

   
 
   

x 1 5 2

4 2

3 2 3 2 2 1

P cos *(d *sin 3 4  

 a *cos 3 4  

a *cos a *cos a )

   

  

  

  

  

   

 (13) 

R21= sin(θ1)*cos(θ2+θ3+θ4)  (14) 

R22= – cos(θ1)  (15) 

R23= sin(θ1)*sin(θ2+θ3+θ4)  (16) 

   
 
   

y 1 5 2 3

4 2 3

3 2 3 2 2 1

P sin *(d *sin 4

a *cos 4 )

a *cos a *cos a )  

   

  

  

  

  

   

(17) 

R31= sin(θ2+θ3+θ4)  (18) 

R32= 0  (19) 

R33= – cos(θ2+θ3+θ4)  (20) 

 
 
   

z 5 2 3

2 3 4

3 2 3 2 2 1

P  – d *cos 4  

 a4*sin  

 a *sin a *sin  d  

  

  

  

  

  

   

 (21) 
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By dividing eq. (11)/eq. (15): 

θ1=tanିଵሺ െ 
Rଵଶ

Rଶଶ
ሻ (22) 

By dividing eq. (12)/eq. (10): 

 θ2+θ3+θ4= tan-1 ( 
R13

R11
) (23) 

By dividing eq. (16)/eq. (14): 

 θ2+θ3+θ4= tan-1 ( 
R23

R21
) (24) 

By dividing eq. (18)/eq. (20): 

 θ2+θ3+θ4= tan-1 (- 
R31

R33
) (25) 

From eq. (21) 

   
   

z 5 33 31

3 2 3 2 2 1

3 2 3 2 2

z 5 33 31 1

P  d * R  a4*  R

 a *sin a *sin  d

a *sin a *sin  

P  d * R  a4*  R  d

  

  

 

   

  

   

 (26) 

By adding eq. (13) + eq. (17) 

3 2 3 2 2

2 2
5 31

33 1

*cos( ) *cos( )

*

4*

a a

Px Py d R

a R a

     

   

 

 (27) 

For simplification let θ2 = constant = 0 

And substituting in eqs. (26) & (27): 

 a3*sin(θ3) = Pzെ d5*R33 െ a4* R31െ d1 (28) ׵

2 2
3 3

5 31 33 1 2

* ( )

* 4*

a cos Px Py

d R a R a a

   

   
 (29) 

By dividing equ (28)/equ (29) 

θ3=tan-1  ሺ
P୸ି ୢହכRଷଷ ି ୟସכ Rଷଵି ୢଵ 

ඥ௉௫మା௉௬మି ୢହכRଷଵ ା ୟସכ Rଷଷି ୟଵି ୟଶ
ሻ(30) 

By substituting in equ (23) by θ2=0& θ3 

θ4=tanିଵሺ 
Rଵଷ

Rଵଵ
ሻ െ θ3 (31) 

Equations 22, 30, 31 are the solutions of 
inverse kinematics of the proposed robot arm. 

3. Hardware Implementation  

The embedded control code is produced to 
control the project manually as well as 
automatically according to the state of PIC 
16F877a involved. Where, in dealing with the 
manual control using joystick, each servo 
motor can be moved to any position using 
PWM with variable duty cycle and two 

switches to increase and decrease that duty. 
Therefore, the servo motor moves right and left 
(±90 angle). Moving the 5 servo motors permit 
the whole gripper of the arm to reach any point 
(X,Y) within its dimension space. For 
monitoring purposes some information need to 
be displayed on an LCD. This information 
include the recorded position of each servo 
motor in non-volatile memory (EEPROM), the 
recorded track which the arm will redo, as well 
as the recorded capacity of the memory. 

The code involves securing the system from 
power failure as well as hacking. This is done 
using PIC 18F4550, where password is 
required to move the arm manually, record new 
object, delete exciting object or erase the whole 
memory. The password is variable and can be 
changed knowing the old one, also it can be 
reset to the default one. 

The controller has the ability to detect power 
failure and fix it allowing the arm to proceed 
from the stopping point avoiding starting over 
again. Figure 6 shows hardware 
implementation of the proposed system.  

This information during processing is displayed 
on LCD. For the purpose of receiving image 
processing action a serial PIC 16F877a is used 
to communicate with PC and a stepper 
controller. Also, PIC 16F877a is used to move 
the object across the production line 
synchronously with the system and stop the 
object using limit switch which exists in front 
of the camera. 

After validating the inverse kinematic model, it 
is found that the proposed robotic arm shows 
an acceptable behavior. 

4. Experimental Results  

When the presented object produce a 
comparison match with the stored object, the 
ID of the stored matched object in database is 
sent serially to controller to repeat the recorded 
movement stored before by microcontroller. 
We measured the average time for the redo 
process which the arm takes to redo 6 
prerecorded points. For that purpose, we 
recorded "15" random times in sec.: 11.36, 
10.80, 11.00, 12.75, 11.80, 12.61, 10.90, 11.80, 
10.87, 12.97, 13.44, 12.00, 12.93, 12.03, and 
13.31. 

The redo process average time is 12.038 Sec. 
When the process is tested on a 6 points 
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prerecorded, Target Object "car door" is 
placed at an initial fixed place, and the arm 
fail to reach only 1 point correctly. The 
accuracy is 83.333 %. After more trials and 
replacing the servo motors by better torque, 
the arm reaches the 6 prerecorded points 
correctly. However, when the presented 
object is new where its comparison with the 

stored objects produces no match, a grouping 
process starts. When image processing 
complete grouping process, it calls inverse 
function and sends the coordinates to find the 
corresponding angles to the arm movement 
then convert them to PWM to control servo 
motors. Results of the grouping process are 
shown in Figure 7, illustrating the position of 

Figure 6. Hardware Implementation of the proposed project. 

 

Figure 7. The position of each group as a matrix for the chosen object (car door). 
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each group as a matrix for the chosen object 
(car door). This matrix is sent to inverse 
function returning the needed angles for the 
arm movement. Table 2 shows the returned 
angles. Figure 8 illustrates the control 
circuits, the chosen object to be dealt with the 
arm (car door), as well as snapshots 
illustrating a real time arm movement to 
locate some of the door coordinates.  

Figure 8 shows different subsequent steps for 
the arm trying to locate the correct coordinates 
for the car door with the help of the calculated 
angles from Table 2. Each image representing a 
move of the arm is associated with its 
corresponding parameters as shown in figure 8. 

After validating the inverse kinematic model, it 
is found that the proposed robotic arm shows 
an acceptable behavior.  

5. Conclusion 

A smart robot arm with a vision system is 
presented in this paper. The presented arm can 
be controlled with the help of vision 
information to locate coordinates of a target 
object for several purposes such as painting, 
welding, drawing, and assembling. The arm can 
manipulate the target object either manually 
using a joystick or automatically. Manual 
operation teaches the arm the correct 
movement to locate the coordinates of the 
target object and record them for the redo 
process (real time movement). On the other 

Table 2. The resulted angles from the inverse function for each point. 

Points Angles (PWM) Points Angles (PWM) Points Angles (PWM) 

X,Y Θ1 Θ2 Θ3 Θ4 Θ5 X,Y Θ1 Θ2 Θ3 Θ4 Θ5 X,Y Θ1 Θ2 Θ3 Θ4 Θ5 

56,30 66 0 146 52 0 88,66 71 0 148 52 0 136,90 69 0 149 52 0 

7,30 63 0 147 52 0 104,66 69 0 149 52 0 152,90 68 0 149 52 0 

88,30 61 0 148 52 0 120,66 67 0 149 52 0 8,102 98 0 148 52 0 

104,30 60 0 148 52 0 136.66 65 0 149 52 0 24,102 93 0 148 52 0 

120,30 59 0 149 52 0 152,66 64 0 149 52 0 40,102 89 0 148 52 0 

136,30 58 0 149 52 0 8,78 97 0 147 52 0 56,102 85 0 148 52 0 

40,42 77 0 146 52 0 24,78 91 0 147 52 0 72,102 81 0 149 52 0 

136,42 60 0 149 52 0 40,78 86 0 148 52 0 88,102 78 0 149 52 0 

8,54 96 0 145 52 0 56,78 81 0 148 52 0 104,102 75 0 149 52 0 

24,54 87 0 146 52 0 72,78 77 0 148 52 0 120,102 73 0 149 52 0 

40,54 80 0 147 52 0 88,78 74 0 148 52 0 136,102 71 0 149 52 0 

56,54 75 0 147 52 0 104,78 71 0 149 52 0 152,102 70 0 149 52 0 

72,54 71 0 148 52 0 120,78 69 0 149 52 0 8,114 98 0 148 52 0 

88,54 68 0 148 52 0 136,78 67 0 149 52 0 24,114 94 0 148 52 0 

104,54 66 0 148 52 0 152,78 66 0 149 52 0 40,114 90 0 149 52 0 

120,54 64 0 149 52 0 8,90 98 0 148 52 0 56,114 86 0 149 52 0 

136,54 63 0 149 52 0 24,90 92 0 148 52 0 72,114 83 0 149 52 0 

152,54 62 0 149 52 0 40,90 87 0 148 52 0 88,114 80 0 149 52 0 

8,66 97 0 147 52 0 56,90 83 0 148 52 0 104,114 77 0 149 52 0 

24,66 90 0 147 52 0 72,90 79 0 148 52 0 120,114 75 0 149 52 0 

40,66 83 0 147 52 0 88,90 76 0 149 52 0 136,114 73 0 149 52 0 

56,66 78 0 148 52 0 104,90 73 0 149 52 0 152,114 71 0 149 52 0 

72,66 74 0 148 52 0 120,90 71 0 149 52 0 - - - - - - 
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hand the arm has the ability to automatically 
deal with a new unseen object by importing its 
information from previous stage (image 
processing and inverse kinematics) which 
define object coordinates and convert them to 
angles passed to motors for performing the 
specified control task. The proposed system is 
implemented on Microcontroller PIC 16F877a. 
The code involves securing the system from 
power failure as well as hacking. The controller 
has the ability to detect power failure and fix it 
allowing the arm to proceed from the stopping 
point, avoiding starting over again (retentive). 
The proposed robotic arm is able to locate the 
correct coordinates of the target object for the 
redo process as well as for the inverse case. 
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