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Abstract: In a multi-agent system the agents try to adapt to the environment by learning or by an evolutionary process, thus doing
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Introduction

Adaptability and embodiment are two important issues that need to be addressed when designing flexible
multi-agent systems. Adaptability allows the generation of a model of the selection process within the system
and thus results in internal representations that can indicate future successful interactions |1}, [2]. For a
software agent its “body” reflects the history of its adaptation in a virtual environment, including the constraints
of the environment and the interactions and methods of dealing with the environment. In the context of a multi-
agent system, the two properties, adaptability and embodiment, are tightly related to each other. The main
purposc of adaptability in the case of a negotiation scenario is to improve the negotiation competence of the
agents, based on leaming from their interactions with other agents. In other words, to obtain an agreement and
eventually, a better or even, the best deal. In this sense it is well known that multi-agent leaming can be viewed
as a mean (o reach equilibrium. In the recent years several solutions were given to software agent adaptability
implementation. Among these, the most used in the case of an agent-based negotiation are Q-learning and
Bayesian learning. In this paper we propose the solution of a feed forward artificial neural network that can be
used by a seller/buyer agent to model the other agent negotiation strategy.

The paper is structured as follows. In section 2 we describe the lcaming problem in the context of an
agent-based negotiation system and we present some solutions adopted so far. In section 3 we describe
the adaptive negotiation model that is proposed by the paper. Some preliminary experimental results are
discussed in section 4. Finally, in section 5 we conclude the paper, highlighting the future work.

2. Learning in Agent-Based Negotiation

As stated in [3] and [4] negotiation is a general process involving communication between two or more
agents that attempts to find a way of mutually satisfying the separate agent’s requirements by undertaking
appropriate actions. Usually, negotiation involves multiple rounds of exchanging proposals and counter-
proposals. In this context it is important to reach the agrecment more efficiently, the solution being the
use of an adaptive negotiation model [5]. Leaming in a multi-agent environment is complicated by the
fact that, as other agents learn, the environment effectively changes [6]. When agents are acting and
learning simultaneously, their decisions affect and limit what they subsequently learn.

2.1 The Negotiation Strategy Learning Problem

In a multi-agent system the agents must coordinate their activities or pursuits and when conflicts arise they
must be able to negotiate. Conflicts may result from simple limited resource contention to more complex issues
where the agents disagree because of discrepancies between their domain expertise. Negotiation involves
determining a contract under certain terms and conditions. From the perspective of CBB (Consumer Buyer
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Behaviour), the negotiation stage is where the price or other terms of the transaction are determined. For
example, the negotiation used in commerce include stock markets, fine art auction houses, flower auctions, and
various ad-hoc haggling (automobile dealership and commission-based electronic stores). As a coordination
technique, negotiation enable to avoid deadlocks and livelocks in multi-agent systems. Negotiation is achieved
through the exchange of proposals between agents. In this paper we shall limit the discussion to bilateral
negotiation. The negotiation can be made over a set of issues and a proposal consists of a value for each of
those issues and is autonomously generated by the agent’s strategy. A way to enhance agent’s autonomy ina
dynamic environment such as an electronic market is to endow its architecture with leaming capabilities.

Suppose we have two agenis a and b that are negotiating over a set of issues that are represented by vector X.
The negotiation thread at time 7 is the following: Koo =Kot Xpsats --» Xao }. Xt ] is the proposal
made by agent a to agent b at time ¢ for the issue j that is under negotiation. Each agent has a utility function 1
U-S' >R, S'is the state space relevant to agent i and R is the set of real numbers, The utility function order the
states by preference. Each agent has some private and some shared knowledge. For example, each agent knows
only its own utility function and can observe the other agent’s actions, i.e. proposals. Also, each agent has some
belicfs about the state that would result from performing its available actions. An agent can leam from
observation of the interactions with the other agent. The proposals made by an agent are generated by his
negotiation strategy that is specific to each issue under negotiation. The negotiation strategy is private to each
agent. Let’s consider the case of two agents, a seller and a buyer, that are negotiating the price of a specific
product. Each agent knows its own reservation price, RP, which is how much the agent is willing to pay or to
receive in the deal. A possible deal can be made only if there exists an overlapping zone between the
reservation prices of the two agents. The agents don’t even know if there is an agreement zone. The ideal rule
to find if there is an agrcement zone is the following:

if RPgyier € RPpyyer then
* The zone of agreement exists
* Possible deal

else * The zone of agreement doesn’t exist
* No deal

where RPpyye: is the maximum price the buyer is willing to pay for the product, and RP,e is the minimum
price the seller will accept to receive. The way in which each agent is making a proposal for the price of
the product is named pricing strategy. In figure 1 we present the buyer-seller interaction from the
viewpoint of the seller. Usually, it cannot be forecast if an agreement will be made between two agents
that negotiate, so a learning capability would help to higher the percentage of deals that can be made in an
electronic market. A learning agent makes his decision based on his own reservation price, on his a priori
domain knowledge, and on the history of past price proposals that were exchanged. Through leaming the
agent will form a more accurate model of the other agent and could create some nested agent models [7].

Seller Agent Buyer Agent
World Model World Model
-beliefs, goals 9
-nested representations Proposal =
-a priori knowledge
Counterproposal
Negotiation model * sspagect + Negotiation model
-pricing strategy
(tactics combination)
-leamning capability 9
(Bayesian belief update) °

Figure 1: Buyer agent - Seller agent Interaction
(from the Viewpoint of the Seller Agent)
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2.2 Solutions

In making his decision, a rational agent must take into account the probable choices of others, whose
choices are in turn contingent upon his own. This leads to the well known outguessing regress problem,
where no accurate prediction or confident expectation about the individual choices can be produced.
Therefore, all the negotiation models try to avoid this dilemma involved in strategic negotiation [8]. A
solution is to enrich the negotiation model by integrating Al planning, Case-Based Reasoning and other
decision theoretic techniques. Another solution is to include a learning capability inside the negotiation
model that can be combined with decision theoretic techniques. The main solutions that were adopted for
the inclusion of a learning capability into a multi-agent system are the reinforcement learning with a
special emphasize on Q-leaming, Bayesian learning and model-based leaming,

Reinforcement learning

The reinforcement learning is a common technique used by adaptive agents in multi-agent systems and its
basic idea is to revise beliefs and strategies based on the success or failure of observed performance.

Q-learning is a particular reinforcement learning algorithm (an incremental reinforcement learning) that
works by estimating the values of all state-action pairs. An agent that uses a Q-learning algorithm selects
an action based on the action-value function, called the Q-function, Qs, a) = Qi(s, a) + Mr - Qy(s, a)).
where . is a constant, r; 1s the immediate reward received by agent ; after performing action a in state s
The Q-function defines the expected sum of the discounted reward attained by executing an action g in
state s and determining the subsequent actions by the current policy m. The Q-function is updated using
the agent’s experience. .The reinforcement learning techniques have to deal with the exploration-
exploitation dilemma. Some experimental comparisons between several explore/exploit Strategies are
presented in [9] showing the risk of exploration in multi-agent systems. In [10] it is demonstrated that
genctic algorithm based classifier Systems can be used effectively to achieve near-optimal solutions more
quickly than Q-learning, this result revealing the problem of slow convergence that is specific to
reinforcement learning techniques.

Bayesian learning

The Bayesian framework is used as the underlying belief updating mechanism. In addition to providing
efficient updating techniques, Bayesian belief networks offer an expressive modeling language and allow
casy and flexible encoding of domain-specific knowledge. ‘

Model-based learning

In [12] it is described a model-based learning framework that model the interaction between agents by the
game-theoretic concept of repeated games. The approach tries to reduce the number of interaction
examples needed for adaptation, by investing more computational resources in deeper analysis of past
interaction experience. The learning process has two stages: (1) the learning agent infers a model of the
other agent based on past interaction and (2) the learning agent uses the learned model for designing
effective interaction strategy for the future. The experimental results presented in [12] showed that a
model-based learning agent performed significantly better than a Q-learning agent.
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In a model-based learning the interaction between the agents can be viewed as a repeated game from
which the agents learn models of the rival agents for exploitation in future encounters. The strategies
could be represented by production rules or by any other representation scheme.

3. The Adaptive Negotiation Model

We have extended the service-oriented negotiation model described in [13] with an adaptability
component that is implemented by a feed forward artificial neural network. This negotiation model is
based on a variation of two parties, many issues value scoring system presenied in [14] and was used by
generic negotiating agents for business process management applications.

Figure 2 presents the protocol of the service-oriented negotiation model. A protocol of interaction is
required because sub-problems interact during domain problem solving and agents have to communicate
and interact. The interaction is modelled as an alternating sequences of offers and counteroffers which
terminates ecither with a commitment by both partics to a mutually agreed solution or terminates
unsuccessfully. We give a brief description of the negotiation protocol. The two agents, the buyer and the
seller, will be referred as the client and the server. Negotiation is initiated when a client utters can_do
(transition 1->2). The server can then either indicate that it is capable (2—>3) or that it is not (2—failure).
If the server is capable, the client may send out a proposal (3—4). The server can reject the proposal
(4—failure), accept the proposal (4—5) or counterpropose (4—6). If the server accepts, the client may
cither deny the contract to the server (5—»failure) or confirm the contract (5—>success). If the server has
counterproposed (4->6) then the client may cither accept the new contract (6—7), reject it (6—failure) or
counterpropose a new contract (6—4). Between states 4 and 6 there may be several transitions. If the
client accepts the contract (6—7), then the server may decide to either award the contract to the client
(7—>success) or deny it to that client (7—failure).

Negotiation can range over a number of quantitative (¢.g. price, cost, duration) and qualitative (e.g. type
of reporting policy, nature of the contract) issues. Quantitative issues in negotiation are defined over a
real domain (i.e. x[j] € D; =[min;, max;]). Qualitative issues are defined over a totally ordered domain (i.e.
x[jleD; = <qu. ..., §=>). When an agent receives an offer X = (x[1], x[2], .... x[n]), where n is the total
number of issues, it ratcs it by using a function that combines the scores of the different issues (by a linear
combination):

Veee)= T wi@V7 ("D

I<j<n

where w;’(1) is the importance of issue j for agent @ at time ¢.

failure failure

can_do

confirm

counterpropose counterpropose

not_capable SUCCESS

reject
accept

deny

failure
failure

Figure 2: The Negotiation Protocol in the Service-Oriented Model
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the score of the received offer is greater than the score of the counter offer the agent would send at this
point, then the offer is accepted. If the preset constant deadline (#,,,.") at which the negotiation must have
been completed by agent a is reached. the offer s rejected by a. Otherwise, a counter offer is sent. Figure
3 describes the price negotiation context.

Reservation price Rp*

Reservation price Rp®=

Scoring function vele

Scoring function Ve

Negotiation strategy Negotiation strategy

Buyer Agent Price Negotiation

Seller Agent

Figure 3: The Price Negotiation Between two Agents — a Seller and a Buyer

demonstrated that negotiation convergence is achieved when the scoring value of the received offer is
greater than the scoring value of the counter-offer the agent is intended to respond with. The aim of agent
i’s negotiation strategy is to determine the best course of action which result in an agreement on a
contract X that maximizes itg scoring function I, Each agent has a set of tactics that are used to build
negotiation strategics. A new counter-offer is a combination of tactics and how this combination 1s made
will be decided by the negotiation agent’s strategy.

dynamic deadline tactics and resource estimation tactics. Finally, the behaviour-dependent tactics are
relative Tit-For-Tat (the agent reproduces in percentage terms the behaviour that its opponent performed
821 steps ago — if n > 28), Random Absolute Tit-For-Tat (same as relative Tit-For-Tay but in absolute
terms) and Averaged Tit-For-Tat (the agent computes the average of percentages of changes in a window
of size y > 1 of its oponents history when determining its new offer — if n > 2y).

model. The approach was adopted starting from the observation that the exchanged proposals are some
time series for each issue under negotiation, and as feed forward artificial neural neiworks has proved to
be good predictors we have included such a neural network in the negotiation model of a learning agent.
For simplicity, we shall limit our discussion to an agent-based €-commerce negotiation of a single issue,

— 1 2 3 (-2 -1
Xb(—ast = { Xb—as s Xsab » Xb—)s 3 eres }(b—is;t ) )(sﬁ)br ) Xb-as[}-
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This history of price proposals is a time series and so the prediction of the next price proposal can be
made by using a feed forward artificial neural network. Suppose that the seller agent has implemented the
learning capability as a feed forward neural network. At time t (t>3), the seller has to decide the next price
proposal of the buyer based on the past three buyer price proposals. The architecture of the neural
network is 3xnx1 (see figure 4). The number of nodes in the hidden layer is set during the network
training. The inputs set is Inp = Konl, Xoos s Koos 1y, t>5. The output i X, "', Based on the
predicted buyer price proposal X", the seller could become more flexible in order to make 2 deal
more quickly and as convinient as possible from his utility function viewpoint. Sometimes a suboptimal
solution could be accepted if a deal can be made. The learning capability is activated during the process

of proposals and counterproposals exchanging and will influence the way 1 which the negotiation will
evolve to an agreement.

t-5 t-3 t-1
Xb-—)s Xb—»s Xb-ss

Figure 4: The Artificial Neural Network

Suppose at time £ the seller will forccast the next price proposal of the buyer, Xios > and based on this
value and on the forecast of the buyer negotiation strategy, will decide which strategy to adopt. The core
rule of the decision algorithm is the following:

I 17 (5o )2 17 (Koo LD then
* proposal of the seller is Xy 1t+E
else

* proposal of the seller is Xeon 1 = €

where j is the price issue, a is the seller agent, & is a domain-dependent value, and the seller proposal 18
computed accor ing to one of its tactics depending on the corresponding buyer strategy forecast.

¢ = trunc (| Xso 01 - X,V [j11/d), where dis the givision number, d € {2,3, 4,5}

Therefore, the seller try 10 adjust its negotiation strategy to the buyer’s negotiation strategy by using the
artificial neural network forecasts. The learning capability of the scller agent will give jnformation about
the overall negotiation style (e.g. the other agent is tough or compliant) and will provide some heuristic
information regarding the buyer’s reservation price. As a result of learning, the seller is expected to gain
more accurate expectation of the buyer’s payoff structure and therefore make more advantageous offers.
The domain-specific knowledge could also help in order 10 make a better estimation of the other agent’s
reservation price. For example, in some businesses people will offer a price which is above their
reservation price by a certain percentage, x%.

A very important observation that we have 10 make is that the proposed approach could be useful when
there is plgnty of time for negotiation, 1.€. for medium and long term deadlines. The neural network will
be adapted to different negotiation contexts. Because the training sct is extracted on line, during
negotiation, at the beginning of each negotiation, there will be a time window in which the neural network
should adapt to the new context and so the learning capability cannot be exploited by the negotiation
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any change in his pricing strategy we have chosen a time window of size three, taken into account the last
three buyer price proposals.

4. Preliminary Experimental Results

As a testbed of the connectionist approach we have used an e-commerce market simulation (implemented
in Jade) in which the price can be negotiated [16]. We have set experimentally the architecture of the
neural network to three input nodes, three hidden nodes and one output node, The seller uses our adaptive
nhegotiation model, while the buyer uses one of three simple negotiation strategies: anxious, cool-headed

negotiation process fairs better, irrespective of whether the agent is a buyer or a seller). The e-market was
composed of two sellers (one that has the proposed adaptive negotiation model — ANN-agent, and one
that has a Q-learning capability — Q-agent) and a number of buyers, randomly included in the e-market.
We made a comparison between the performances of the two seller agents. The results are summarized in
table 1. In all the experiments the zone of agreement was chosen as being not empty.

Table 1
Type 1 Type2 Type 3
U | # | U #p | JU | #p
ANN-agent | 0.19 | 52 0.15 41 0.22 |62

Q-agent 0.20 57 0.17 44 020133

The threc types of buyer agent’s negotiation strategy are: type 1 — frugal, type 2 — anxious, type 3 - cool-
headed. We have adopted the same joint utility as in [11] which is defined as:

®- selier) X(RPpuyee-P )/(RPyy - selter)” Where P is the agreed price.

In table 1 we give the joint utility (JU) and the number of exchanged proposals (#p). The best performance is
reached by the ANN-agent in the case of a cool-headed negotiation strategy of the buyer agent,

Also, we had run several simulations for short and medium-term deadlines with the following time limits
(in seconds) of the e-market operation: 300s, 600s, 1800s, 36005 and 18000s and we have counted the
humber of deals made by the seller agents. The experimental results are summarized in table 2. In all
Situations, both agents, ANN-agent and Q-agent, were capable to make deal s, the greatest number of deals
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being made by the ANN-agent (32 / 57, in comparison with 24 / 48 for the Q-agent) for the last two
intervals of time (i.e. 3600s and 18000s), as expected. For the first interval, the Q-agent made a greater
number of deals (4, in comparison with 1, made by the ANN-agent), while for the second and the third.
both agents made a similar number of deals (Q-agent — 8/ 16, ANN-agent 7 / 14). All the experimental
results are related to the simulations data while in a real e-market things could be quite different, the next
step of our work being the use of the ANN-agent in a real world c-market.

Table 2
t(s) ]
sellef 300 | 600 | 1800|3600 18000
ANN-agent | 1 7 14 32 57
Q-agent 4 8 16 24 48

As the most successful tactics reported in the literature for long term deadlines are linear, patient and steady.
we have included this set of tactics in the adaptive negotiation model of the ANN-seller agent. The linear
tactic is a time-dependent tactic (se¢ relation (1) with p=1), while the patient and the steady tactics are

resource-dependent tactics. All these tactics concede at a steady rate throughout the negotiation process.

X Ul= 'mln *+q; (f)(max ; — min ; ), V; dec‘:reasmf‘; &
min’, +(1 - @; ())(max ]~ min ;). V; increasing

where

The ANN-seller agent chooses a tactic from its set of tactics based on the predicted value of the buyer
proposal at time t+1, according to the core decision rule of the adaptive negotiation model, explained in
section 3.

5. Conclusion and Future Work

The main purpose of the work described in this paper was to study the usefulness of a connectionist
approach as a learning capability implementation for a negotiating agent in the context of agent-based
electronic commerce. The use of a feed forward artificial neural network as a learning ability of a
negotiation model in the context of agent-based c-commerce is new.

The preliminary experimental results obtained so far showed a good behaviour of the neural network in
the case of medium and long-term deadlines. The e-markets that seems 10 be appropriate for our ANN-
model are second-hand products selling (cars, computers etc), properties selling and so on. In such cases
the negotiation time could be extended to a larger interval, in order to make a better deal.

As a future work we shall include the adaptive negotiation model in a real world e-market, for second
hand computers selling and we shall test its performances in different negotiation scenarios.
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