
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

Dealing with high dimensional data reveals 
of computational time’s problem. Thus, 
feature dimensionality reduction is of a 
considerable importance to treat this problem 
and to improve the classifier’s performance. 

To address this problem, Feature Selection 
(FS) tries to find an optimal subset of features 
from the original set which contains the most 
pertinent ones taking into account regards to 
the classification task [1]. In this context, two 
main directions exist; they are based on the 
evaluation subset' criterion: the first is the 
filter approach; the second is the wrapper 
approach [2]. Filter method' principle is 
based on sorting variables according to their 
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score, computed with the use of different 
criteria. The features with low scores are then 
eliminated. Wrapper methods rely on the 
classification' accuracy to determine the most 
optimal subset of features: the search for the 
optimal subset makes use of the classification 
algorithm itself to evaluate candidate subsets 
[3]. Other method implements the same 
concept as the wrapper is called embedded 
methods.  It involves knowledge about the 
structure of the classifier on the selection 
process, there is no more separation between 
classification and selection task [4]. 

The wrapper approach requires a search 
space, operators, search engine, and an 
evaluation function [2]. The search space in 
our case is composed of a large set of 
candidate subsets of features, which makes 
the evaluation of all possible subsets quite 
impractical. As a result, the exhaustive search 
has been replaced by heuristic search strategies 
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in an attempt to avoid this high-priced 
complexity. This solution is computationally 
feasible and represents a trade-off balance 
between solution quality and processing time as 
argued in face recognition [5] and image 
annotation field [6]. within this work, we 
propose a feature selection algorithm 
involving an SVM-driven tabu search and 
genetic algorithm. Support Vector Machines 
'SVM' has been applied to a variety of areas 
and it has shown a great performance and 
success in areas such as Biomedical data [7, 
9], speech recognition [8]. The classification 
accuracy is used as an evaluation function to 
access feature' relevance. 

The paper is organised as follows. In section 
2, we briefly introduce the Tabu Search and 
the Genetic Algorithm. Support Vector 
Machines and our wrapper approach to 
feature selection are presented in the section 
3. Section 4 is reserved to simulation' results 
on data set concerning the regulation of urban 
transport networks, comparing SVM-driven 
Tabu Search and SVM-driven GAs. Finally, a 
conclusion to our work is developed. 

2. Heuristic Strategies for 
Feature Selection Algorithm 

Search strategy is a key problem in feature 
subset selection. To come to a compromise 
between result optimality and computational 
time efficiency, search strategies such as 
heuristic or random search have been 
introduced to generate candidate feature subsets 
for evaluation step through a determined 
classifier [6]. We will give in the following 
paragraph an overview of the two heuristic 
strategies we have used in our work: Tabu 
Search (TS) and Genetic Algorithms (GAs). 

A. Tabu search 
It is a local metaheuristic method based on 
the exploration of the whole space of possible 
solution from an initial one. Within every 
iteration, the algorithm chooses the best 
solution among the neighbourhoods 
generated for the current solution. It uses a 
tabu list to memorize the last visited solutions 
in attempt to avoid local optima, it is 
forbidden to return to these tabu solutions 
[10]. Concepts like diversification and 
intensification have been introduced to 

ameliorate the procedure. On the one hand, 
diversification tries to explore the whole 
space of search and not trapped on specific 
area. On the other hand, intensification 
focuses on some areas which may contain the 
global solution [11]. 

B. Genetic algorithms 
It is based on the mechanism of natural 
selection. They used operations found in 
natural genetics to guide itself through the 
paths in the search space. The procedure 
starts from a randomly chosen population of 
possible solutions. Every individual from the 
population is denoted as a chromosome. At 
each generation, a fitness function is used to 
evaluate the performance of each 
chromosome. on whose bases, we can 
determine if that chromosome would survive 
or not for the next generation. After selecting 
a set of best chromosomes, allowed 
reproducing, the algorithm makes use of the 
crossover and mutation operations to 
reconstruct a novel population which is more 
likely to reach the goal. This process 
continues until it converges on the optimal 
fitness requested or the required number of 
generations is reached. The optimal solution 
is then determined [10]. 

3. Wrapper Approach Involving 
Support Vector Machine for 
Feature Selection 

The general concept is described by the 
following figure1: 

      Optimizer

Learning task 

Classification 

Hyperplane 
separtor 

Error's rate 
Candidate subset of 
features 

Test set 

Training set 

SVM 

Optimal subset of features

Figure 1. FS  involving  SVM-driven optimizer 
algorithm 
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We have implemented an algorithm of Tabu 
Search as an optimizer algorithm in a first 
time, and then we have used the Genetic 
Algorithms instead. We have used an SVM 
classifier in our approach. The criterion to 
evaluate classification' performance is the 
accuracy of classification or rate of 
misclassification. The optimal subset of 
feature is the one which is ranked on the 
bottom with the least rate of classification 
error. The data base is split in two subsets; 
one for the training task, the rest is used for 
the test task. Each feature is denoted by a 
variable  which can be either 0 or 1. If a 
feature is present in the candidate subset, it 
will be indicated by otherwise, it will 
be assigned to 0.  

η

1η =

A. SVM 

SVM is a learning machine based on the 
structural risk minimization induction 
principle derived from the statistical theory 
developed by Vapnick in 1982 [12]. It was 
developed basically for the binary 
classification and then extended to the 
multiclass case [13]. Consider we have a 
training set composed of N 
vectors { }i i N

X x
≤

= , each vector  has a 

label
ix

{ }iy 1, 1∈ − . 

The two classes are linearly separated if an 
hyperplane defined by w, x b 0+ = can be 
found, where w is the weight and b is the 
offset. SVM attempts to find the most 
optimal hyperplane that separates perfectly 
the two classes (without training error) and 
maximizes the minimum distance from a 
training sample to the hyperplane by solving 
the following optimization system. 

2
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For linearly non separable case, slack 
variable i 0ξ ≥ is introduced to relax the 
previous constraints by accepting errors in 
separating data. We obtain the following 
formulation: 
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To solve this quadratic optimisation, the dual 
Lagrange formulation can be used and the 
decision function is defined as follows: 

i i i
i SV

f (x) sign( y x , x b)
∈

= α +∑   (3) 

 
Figure 2. Redescription space 

For nonlinearly cases, the idea is to get to 
another dimension bigger than the original 
one where a linear hyperplane could be 
found. Figure 2 illustrates this non linear 
transformation noted Φ , generally unknown, 
kernel function is thus introduced to turn 
around. The initial system (1) is then 
transformed into this form: 
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B. SVM-driven Tabu search 

In this section, we propose a feature 
selection algorithm based on SVM-driven 
Tabu search. It uses the Support Vector 
Machines as an inductive algorithm. 
Performance of each subset of features in 
classification task namely misclassification' 
rate is considered as an evaluating criterion. 
the Tabu algorithm has been used as an 
engine to guide the search. 

We start by generating a set of 
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neighbourhoods; each one will be evaluated 
by calculating the misclassification rate with 
an SVM classifier. The best neighbourhood is 
then compared to the optimal solution we had 
obtained. If it is the best, it will be chosen 
and stocked in a tabu list. It is forbidden to 
return to this solution. The algorithm 
continues to run until a stop criterion is met. 
Finally, it will give the optimal solution and 
the corresponding subset of features. This 
procedure is illustrated by figure 3a. 

C. SVM-driven GAs 

In this section, we propose a feature selection 
algorithm based on SVM-driven Genetic 
algorithms. It also uses the Support Vector 
Machines as an inductive algorithm. 
Performance of each subset of features in 
classification task is considered as an evaluating 
criterion. The Genetic algorithm has been used 
as an engine to guide the search.  

We start by generating a population of 
random subset of features; each subset is 
referred to as a chromosome and will be 
evaluated by calculating the misclassification' 
rate. According to the evaluation function, 
the individuals are ranked. We used an N/2 
elitism strategy to select the best set of 
chromosomes. After selection step, the 
crossover operator is used depending on the 
probability. It is made of two different parts, 
chosen randomly each time, of the 
chromosome. The mutation operator is 
applied to diversify the solutions in attempt to 
accelerate the process, and it is controlled by 
a probability factor. The algorithm continues 
to run until it reaches the required number of 
generations. Finally, it will give the optimal 
solution and the corresponding subset of 

 features. This procedure is illustrated by 
figure 3b. 

4. Simulation' Results 

We have applied the feature selection 
algorithm we proposed on data collected 
from regulation of urban transport networks 
systems. In fact, transport system could be 
affected by random incidents which may 
cause disturbance in the planning table made 
to organize the exploitation of transportation 
networks.  

To re-establish the theoretical scheduling, a 
regulation system is implicated. A vector 
composed of 24 attributes is used to describe 
precisely this perturbation. A first bloc of 
classification of different perturbations is 
developed within the support vector 
machines. Our work is to search among the 
space of these attributes, those which are the 
most reliable ones. We applied FS using TS 
and FS using GAs in the case of binary 
classification. 

Results and comparison 

The initial solution is composed of all 24 
parameters. The corresponding error rate is 
3%. When first Tabu search is used as a 
search engine, within our selective approach, 
we have reached an error rate of 1.5%. The 
algorithm reaches this result through 3000 
iterations. It starts from the initial solution 
and at each iteration, we generate 7 
neighbourhoods; only two bits from the 24 
attributes change randomly their status. To 
diversify our search, we have used a random 
jump on different positions. The Tabu list is 
fixed randomly to 44. 
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Initial Population 
generation=0 

 
 

Novel Population  

Evaluate cost function for each 
individual 

Selection of the best 
individual parent population 

 
 

Crossover produce children 

generation=max_gen  

End

Yes 

No 

generation= 
generation+1 

Mutation  

Nbre_iter=0 

Optimal Solution = *s  

Cost function optimal f * f ( s*)=  

Tabu List empty =T  
 

Generation function of 
neighbourhood  ( )N s  

Evaluate cost function 
f ( s') for each neighbour s' N(s)∈  

 

Selection of the best neighbour 

b e s ts

Update the optimal solution and the 
Tabu list 

Nbre iter=nbre max ? 

    End 

Yes 

No 

Nbre_iter= 
Nbre_iter+1 

 
Figure 3.a. Feature selection algorithm using TS 

Then, Genetic Algorithm is used as a search 
engine. The initial population is set 
arbitrarily; it is fixed at 30 individuals. The 
algorithm reaches the error rate of 1.5% 
through 200 generations. Within every 
generation, the algorithm evaluates the 
population and selects the best group to 
constitute the parent set which will be used in 
reproduction task. 

A probability of crossover is fixed at 0.6, 
two positions are chosen and the crossover 
is accomplished.  

Then, the mutation operator modifies each 
time a random chosen bit from a fixed 

 
Figure 3.b. Feature selection algorithm using 

GAs  

individual close to the solution obtained by 
the tabu search. It’s controlled by a 
probability factor. A fraction of the best 
individuals are excluded from this step, 
aiming at conserving the most fortunate 
individuals of the original population and 
accelerating the search procedure.  

Figure 4.a and 4.b show the evolution of the 
Tabu Search algorithm through 3000 
iterations in relation to the error' rate and the 
dimension. The Same way, Figure 5.a and 5.b 
present the results of Genetic Algorithms 
implementation relative to the error' rate and 
the dimension.  
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Figure 4.a. Error' rate through Tabu Search 

 
 
  
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.b. Dimension through Tabu search 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5.a. Error' rate through GAs 
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Figure 5.b. Dimension through Gas 

 

Comparing the two type of engine search, we 
notice that genetic algorithm reaches the 
optimal solution within only 200 generations. 
On the other side, the tabu search needs at 
least 2000 iterations to get to the optimal 
solution. As a result GAs has converged 
faster than Tabu Search. 
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We can notice through the figure 4.b that in 
Tabu Search the dimension is not necessarily 
decreasing as the misclassification’s rate 
decreases. For the same value of 
misclassification' rate, for example 0.0229, 
Tabu Search is able to present a diversity of 
solutions (different feature subsets) with 
different dimensions (20, 21, 19) which is not 
the case with the genetic algorithm (only 18). 
GAs tries to achieve better solutions by using 
knowledge from previous generations and  
getting finally to a unique final solution 
(dimension is 22 for the local optimum 0.0229). 

5. Conclusion 

Ameliorating classification accuracy is the 
main concern of learning machines. The 
feature selection algorithm aims at resolving 
this issue by searching for an optimal subset 
of features from the original one. Selecting 
the most pertinent feature would reduce the 
processing time and reduce the 
dimensionality of data. 

We have proposed in this work a wrapper 
approach based on Support Vector machines 
as an inductive algorithm. Since the search 
space is very large, non conventional 
approaches would present an acceptable 
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solution to avoid this prohibitive complexity. 
We have implemented in a first time SVM 
driven by tabu search, then SVM driven by 
genetic algorithm.  

As our principle concern is the classifier’s 
accuracy, reducing dimensionality of data is 
one way to get to our target. In that progress, 
as Genetic Algorithms performs previous 
solution in an iterative way, it gets to the 
optimal solution much faster than the tabu 
search, albeit that TS gain on dimensionality 
(it could attend the dimension 17). Tabu 
Search has also the priority to get to a 
diversity of solutions for the same rate of 
misclassification. 
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