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1. Introduction 

Supervision and monitoring are a set of 
solutions allowing managing the process in 
order to correctly react in case of failure. The 
problem we deal with is the supervision of 
complex discrete event systems such as 
telecommunication networks, electricity 
distribution networks and manufacturing 
workshops. The Manufacturing systems can 
also be subject to staying time constraints 
(maximum cooking time of a product in a 
furnace, overheating of milk bottles in a 
hydromat …). This type of constraints does 
not only affect the performances of the 
system but also its functional validity (burnt 
pieces, unusable milk...). Hence, we need a 
specific performance evaluation, because an 
“as-soon-as-possible” operation is invalid in 
the general case. 

Two classical approaches in monitoring such 
systems are knowledge based techniques that 
directly associate a diagnosis to a set of 
symptoms, for example expert systems [1], or 
chronicle recognition systems [2], and model-
based techniques which rely on a behavioural 
model of the system [3]. The main weakness 
of the second approach is the difficulty to 
represent the behavioral model of complex 
systems. Therefore, we focus on expertise-
based approaches which are known to be 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

better suited to that kind of system than 
model-based techniques. 

In this paper, we propose a new method for 
monitoring manufacturing workshops with time 
constraints which combine chronicles with fault 
tree analysis. The monitoring system is used as 
a model for diagnosis. The proposed approach 
allows to roughly identify what is happening 
on the system (failed and critical 
components) and to help operators to identify 
failures in order to avoid damage to the 
equipment or an accident with human beings. 

A fault tree describes how a set of events can 
concur in order to cause a top event. However, 
to address the problem of detection, we 
complement those fault trees with a dynamic 
model of system behaviour. This system can 
capture the behavioural transformations that 
occur in complex systems as a hierarchy of 
state machines, by chronicle recognition. The 
chronicle, proposed in [4], describes a 
situation that is worth identifying within the 
diagnosis context. It is made up of a set of 
events and temporal constraints between 
those events. As a consequence, this 
formalism fits particularly well problems that 
have a temporal dimension. Then, monitoring 
the system consists of analyzing flows of 
events and recognizing constraints 
composing the chronicles. 
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The work has been motivated by an 
application that aims at monitoring the 
behaviour of a milk manufacturing workshop. 
In such system, each operation is associated 
to a time interval. Its lower bound indicates 
the minimum time needed to execute the 
operation. The upper bound sets the 
maximum time to not exceed otherwise the 
quality of the product is deteriorated. 

This paper is organised as follows. In Section 
2 we discuss the form of the monitoring 
model and its development process and we 
recall the principles of the chronicle 
recognition approach. A more detailed 
description of this distributed approach is 
given in [4], [5] and [14]. Section 3 begins by 
presenting the milk production workshop. 
The monitoring approach of manufacturing 
systems is considered. An illustrative 
example is outlined and the results are 
discussed. Finally, conclusions of this work 
are given. 

2. Monitoring Task  

2.1 Modelling 

In order to help the human agent (or 
supervisor) in charge of managing a 
manufacturing workshop, i.e., detecting 
failures and deciding reconfiguration/repair 
actions [6], a monitoring task is needed. The 
purpose of the monitoring task is to detect, 
localise, and identify problems that occur on 
the system. These problems can be physical 
(an equipment is down, a cable is cut) or 
logical (a station is rebooting, a logical 
connection is down). Our purpose is to 
explain in details what is happening on the 
system and what a supervisor agent needs to 
know in order to avoid damage to the 
equipment or an accident with human beings.  

Several works deal with the supervision of 
manufacturing job-shops with maximum time 
constraints [7], [8]. For example, [7] 
proposed a filtering mechanism of sensors 
signals integrating the robustness values. This 
mechanism aims at generating symptoms for 
the diagnosis. It allows avoiding control 
freezing if the time disturbance is in the 
robustness intervals. Therefore, the filtering 
mechanism allows detecting a failure 
symptom. When a symptom of an abnormal 
functioning is claimed by the filtering 

mechanism, a series of algorithms are 
generated in order to build a theory dealing 
with localization problem. 

The general form of the proposed monitoring 
model is shown in Figure 1. Three models 
can be distinguished: 

 Structural model 

 Distributed detection model 

 Behavioural model  

A/ Structural model  

The spine of the monitoring model is a 
hierarchy of abstract state-machines, which is 
developed around the structural 
decomposition of the system. The structural 
part of that model records the physical 
decomposition of the system into basic 
blocks (left hand side of Figure 1). This part 
of the model shows the topology of the 
system in terms of components and 
connections.  

B/ Distributed detection model  

The aim of the detection function is to 
recognize, in a distributed way, specific 
evolutions of the monitored process. These 
evolutions are represented by means of 
chronicles. A chronicle [9] is defined like a 
set of events and a set of time constraints 
between these events. 

In a manufacturing system, every set of 
sensors providing useful information must 
have its own monitoring system. When these 
systems are connected, we have a distributed 
monitoring system. The detection architecture, 
Figure 1, is subdivided into monitoring 
systems (sites) Si. Every site (diagnoser) 
manages a physical zone (set of sensors and 
resources) of the manufacturing system. The 
multiple covering of the manufacturing system 
zone, by different monitoring systems, 
facilitates the failure diagnosis.  

A chronicle is distributed into several sub-
chronicles associated to the different 
monitoring sites. Each site (diagnoser) 
performs locally a partial observation of the 
system and communicates with other 
diagnosers in order to get necessary 
information not available locally or to take 
decisions relative to the diagnosis with 
distributed way. Therefore, the detection 
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function of each site has to recognize an 
evolution of the monitored process using a set 
of sub-chronicles. The recognition is 
performed through the verification of the 
time constraint associated to a considered 
sub-chronicle. 

C/ Behavioural model  

The dynamic part of the monitoring model is 
a hierarchy of state machines that determine 
the behaviour of the system and its subsystems 

 

(right hand side of Figure 1). The model 
identifies the abnormal functional states of 
the system and its subsystems by chronicle 
recognition. Therefore, the distributed 
detection function monitors the system 
evolutions through the recognition of 
chronicles. If the chronicle is recognized, a 
diagnosis text describing the recognized 
situation is generated. 

The chronicle recognition consists of 
checking that all the constraints of the chronicle 
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Figure 1. General form of monitoring model 
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are satisfied according to the durations 
between the occurrences of the associated 
events [10]. If the chronicles represent 
normal evolution of the monitored system, 
the no recognition of the chronicle allows 
pointing out a behavioural deviation of the 
system, the detection function based on this 
discrepancy principle can then detect a failure 
symptom. If the monitored time constraints 
are associated to erroneous evolutions of the 
process, the chronicle recognition leads to 
failure symptom detection.  

As Figure 1 shows, the lower layers of the 
behavioural model identify abnormal 
functional states, in other words states where 
the subsystems deviate from their expected 
normal behaviour. As we progressively move 
from the leaf nodes towards the higher layers 
of the behavioural model, the model shows 
how logical combinations or sequences of 
lower-level subsystem failures propagate 
upwards and cause functional failure at 
higher levels of the behavioural model. 

Abnormal functional states at the low-levels 
of the design (behavioural model) represent 
the top events of fault trees which record the 
causes and propagation of failure through the 
architectures of the corresponding subsystems. 
Classical fault tree analysis techniques can be 
used to derive those fault trees.  

2.2 Monitoring process 

The monitoring process is performed in two 
stages. The first stage is the fault detection, 
which gathers the information required about 
the causes and consequences of failures in 
system sections. This information is stored 
and used in the second stage (identification 
stage) of application in order to identify 
component failures that cause observed 
symptoms. This paper considers the 
diagnostic application of the fault tree and 
chronicle methods. Details of the 
fundamentals of each procedure are stated.  

Application of these steps to a milk 
manufacturing unit is detailed in Section 3. 

2.2.1 Fault detection and          
identification process 

A/ Fault detection method 

Typically, a diagnosis system, Figure 2, is a 
process of symptom pattern recognition. A 

good real-time diagnosis system would be the 
one which can [11]:  

 model complex symptom patterns, 

 easily generate a symptom pattern library, 

 recognize the symptom patterns matching 
the observed situation. 

 
Figure 2. Diagnosis system [4] 

A symptom pattern is a scenario of events 
occurring in a specific topologic state in a given 
time period. The format needed to model a 
temporal scenario is called a “chronicle”.  

A-1/ Chronicle syntax 

This section presents the chronicle formalism. 
A chronicle is composed of a set of events, a 
set of temporal constraints linking a pair of 
events, and the diagnosis text describing the 
recognized situation [11].  

Basic definition  

Preliminary definitions, useful for the rest of 
this paper, are given in order to explain the 
distributed detection principles. 

Definition 1[12]: An event is a stimulus to 
which the system can react by a state change. 
An event can occur after a message sent by 
the process at the beginning or at the end of 
any operation. There are two types of events:  

 Mandatory events. Mandatory events 
are the main events of a chronicle. The 
arrival of all the mandatory events is 
necessary for recognizing chronicles. 

 Forbidden events. In case of forbidden 
event occurrence during the time window 
corresponding to the time constraints, the 
chronicle will not be recognized. 

Definition 2 [13]: An occurrence date is the 
time corresponding to an event issued from 
the process. Let O be the occurrence function 

Symptom pattern 
(Chronicle ) 

Diagnosis 
Diagnosis 

system 
Observed 
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which associates to each event ei  its 
occurrence date O(ei ), then: 

O :  E   Q+ 

          ei   O(ei) 

Where, Q+ is the set of positive rational 
numbers and E is the set of events (eiE).  

Definition 3 [13]: A constraint is a 
relationship expressed by a duration between 
events occurrences. Two types of constraints 
can be distinguished: 

 local constraints link events dated by a 
same site, 

 global constraints link events dated by 
different diagnosers. 

A-2/ Time constraint verification with delay  
consideration 

The problem induced by the chronicle recognition 
is the verification of a global constraint. 

Let us denote by Δ [δm, δM]; where δm , δM 

 Q
+
) are the delay bounds existing between 

the different sites. The problem to be solved 
can be summarized as follows [13], [14]: 

Given: 

 the global constraint CB,A linking eB  to eA, 

 the occurrence dates of eB and ek on the 
site SB, 

 the bounds δm and  δM of the transmission 
delay from SA to SB. 

Is it possible to establish if the occurrence 
date O(eA) satisfies the global constraint CB,A? 

We have: 

B,AABB,A f)O(e)O(ed   (1) 

and  

O(eB) – O(ek) + O(ek) – O(eA) = Φ + Δ. 

As δ
m ≤ Δ ≤ δ

M
, we obtain: 

Mm δδ  )O(e)O(e AB  (2) 

with Φ]–∞, +∞[. 

The verification of the interval constraint 
consists, by means of the measurable duration 
Φ, of looking for the durations O(eB) – O(eA) 
that verify both [12]: 

  
)O(e)O(e

f)O(e)O(ed

AB

B,AABB,A









Mm δδ
 

In order to quantify the set of possible 
durations Φ   ( is the universe of 
discourse), a graphical representation of real 
values allowing to verify the constraint CB,A is 
proposed (Figure 3) [14].  

Considering a bounded delay, the possibility 
to check a time constraint belongs to [0, 1]. 
Consequently the verification of time 
constraints is fuzzy. These results make it 
possible to highlight zones of certainty for the 
detection function.  
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A-3/ Distributed failure detection method 

Using the chronicle method for distributed 
recognition of particular evolutions in a 
manufacturing system, involves the following 
steps (modeling and preparation stage) [14]: 

Step 1 — Sub-system identification: the first 
task is to divide the system up into sections 
(sub-systems). There are physical zones that 
can change the system behaviour through the 
occurrence of component failures.  

Step 2 — Sensor identification: the 
monitoring architecture is subdivided into 
several monitoring systems (sites). Each site 
manages a physical zone (set of sensors and 
resources) of the manufacturing system. The 
redundant covering of the manufacturing 
system zone by different monitoring systems 
facilitates the failure diagnosis. 

Step 3 —Distributed detection function: the 
distributed detection consists in recognizing a 
deviation from the normal (expected) 
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functioning. It monitors the system 
evolutions through the recognition of 
chronicles, constituted by specific sequences 
of events linked by time constraints. 

Step 4 — Scenario formation: all system 
scenarios are developed. The scenarios 
consider all possible deviations in each 
section. Deviations can occur due to the 
failure of components. In fact, the approach 
of the detection function consists in 
enumerating a set of scenarios (events 
sequences) bringing the system to erroneous 
situations (failure). A finishing scenario 
indicates a failure situation. Therefore, one or 
several scenarios that lead to the same failure 
situation are called a chronicle. 

2.2.2 Fault tree diagnostic method 

Once the chronicle is recognized, the 
diagnosis text is generated. The diagnosis text 
determines failed states (the deviations from 
the normal function) of the system and its 
subsystem. To establish the causality of 
failures on the sub-systems that can affect the 
system status, fault trees are constructed. 

Fault tree analysis has been around as a 
reliability assessment technique since the 
1970’s. It is concerned with the analysis of 
failures and provides a diagrammatic 
description of the various causes of a 
specified system failure in terms of the failure 
of its components [15].  It is commonly used 
to evaluate the reliability of complicated 
systems in many fields, such as nuclear plants 
[16], chemical works, manufacturing industry, 
pipelines [17], and control systems [18].  

The instrument of fault trees has provides 
some improvement because of their fast 
building and calculation. A summary of the 
most important papers on the subject can be 
found in [19]. A generalization of the concept 
of fault tree is presented in [20].  

Using the fault tree method for fault 
diagnostics involves the following step 
(identification of components failure): 

Step 5 — Constructing fault trees for 
observable system deviations: 

For each of sub-sections, fault trees are 
constructed. The behaviour of the system can 
be monitored by sensors located at specific 
points. Fault trees are constructed to represent 

the failure modes at these locations. These 
failure logic diagrams are developed down to 
section component failures, deviations in 
process variables that are inputs to the 
section, and operating modes of the system. 

3.  Monitoring of Milk 
Manufacturing Workshop 

3.1 Presentation of the workshop 

Figure 4, shows a milk manufacturing unit 
composed of five machines (M1, M2, M3, M4, 
M5 ) and six conveyors (T1, T2,T3, T4, T5, T6), 
where [14]: 

 M1 is a bottle filling machine, 

 M2 is a milk bottle capper, 

 M3 is a time/date stamp, 

 M4 is a labelling machine, 

 M5 is a packaging machine. 

For simplicity, we disregard the nature of the 
precise operations performed in the milk 
production unit, and therefore we represent a 
model of a generic workshop.  

To manufacture the products (bottles of 1000 
ml), empty bottles are placed on the conveyor 
T1 to supply the bottle filling machine M1. 
The filled bottles are transported towards the 
capping machine M2 by the conveyor T2. 
After capping, the bottles arrive directly on T3. 
This conveyor carries the bottles to the machine 
M3 (time/date stamp) to print the manufacturing 
date and end date of consumption. 

Once this task is completed, the bottles move 
towards the labelling machine M4 via the 
conveyor T4. After, the bottles are transferred 
to the packaging machine M5, where they will 
be wrapped by welding in a group of 6. 
Lastly, the finished products are deposited on 
the conveyor T6 towards the stock of finished 
products SA. 

3.2 Monitoring of milk manufacturing 
using chronicles and fault tree  

Steps 1—sub-system identification  

The milk production unit has been split into 
five sections as shown in Figure 4. The 
overall aim of the system is to control that the 
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production cycle of the bottles proceeded 
well. Five sections can be distinguished [14]: 

Section 1 : bottle filling machine and 
conveyor T1. 

Section 2 : milk bottle capper and 
conveyorT2. 

Section 3 : time/date stamp machine and 
conveyor T3. 

Section 4 : labelling machine and conveyor 
T4. 

Section 5 : packaging machine and two 
conveyors T5 and T6. 

Steps 2— Sensor identification  

Within the framework of the distributed 
detection, we are interested exclusively in the 
sensors which are at the origin of the 
information necessary to the monitoring 
mechanisms.  

Each diagnoser Si (Site), Figure 4, has a 
partial observation of the monitored system, 
since each diagnoser is associated to a subset 
of process components and to related subset 
of observable events. The diagnoser monitors 
the evolutions through the flow of observable 
events generated by the subsystem. 

 

In manufacturing workshops with time 
constraints, a time interval is associated to 
each operation ([ai, bi] with u.t: unit time). Its 
lower bound indicates the minimum time 
needed to execute the operation and the upper 
bound fixes the maximum time to not exceed 
otherwise the quality of product is 

deteriorated. Consequently, the detection 
monitors the system evolutions through the 
verification of time constraints.  

Figure 4, gives operating, transfer durations 
and operating delay Δi associated to each 
operation (filling, capping, transfer...); these 
durations represent interval constraints.  

When operating and transfer durations are 
included in the mentioned intervals, the 
production cycle of the bottles proceeded well. 
When the interval constraints are exceeded, it 
is possible that the time granted to the 
manufacture of a bottle has been delayed; 
consequently a failure symptom is detected. 
We are going to express that in the following. 

Steps 3— Distributed detection function 

The distributed detection of time constraints 
violation can be applied to the monitoring of 
systems whose constraints between events 
occurrences are comparable to 
communication delays, as for example the 
computer network systems, 
telecommunication networks, manufacturing 
system [4], [21] [22].  
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The monitoring of the milk production unit is 
done by observing the set of events. 
Therefore, we associate a diagnoser to each 
event and the detection function is distributed 
on these different sites: 

eC1 : Beginning of containers transfer
to the bottle filling machine 
M1(diagnoser S0). 

eC1M1      : End of transfer of the containers 
of the cyclone “C1” to the bottle 
filling machine M1(diagnoser 
S1). 

eM1 : End of filling operation
(diagnoser S2). 

eM1M2     : End of transfer of the bottles from 
the bottle-filling machine M1 to
the Milk bottle capper M2
(diagnoser S3).   

eM2 : End of capping operation
(diagnoser S4). 

eM2 M3   : End of transfer of the bottles from 
the capper M2 to the time/date
stamp M3 (diagnoser S5). 

eM3 : End of pointing operation
(diagnoser S6). 

eM3 M4 : End of transfer of the bottles from
time/date stamp M3 to the 
labelling labelling machine M4
(diagnoser S7). 

eM4 : End of labelling
operation (diagnoser S8). 

eM4 M5 : End of transfer of the bottles from 
the labelling machine M4 to 
packaging machine M5
(diagnoser S9). 

eM5 : End of packaging operation
(diagnoser S10). 

eM5 SA   : End of transfer of the bottles of
packaging machine M5 to 
stockSA (diagnoser S11). 

Let us suppose that we want to monitor the 
duration between the two events, eC1 (the 
beginning of transfer of the containers to the 
bottle filling machine is indicated by the 
generation of an event eC1) and eM5SA (the 
end of transfer of the bottles of packaging 
machine “M5” to stock “SA” is indicated by 
the generation of an event eM5SA).  

To monitor this duration, it is necessary to 
check the timing constraint linking the 
occurrences of the two events eC1 and eM5SA.  

This timing constraint is a global one, 
therefore the verification of this constraint 
can be done through the measure of the 
operating and transfer durations associated to 
the intermediate events (each event is 
associated to each operations).  

As previously mentioned, the global 
constraint to compute is an interval constraint 
type defined by:   

CC1, M5 SA:  

dC1, M5 SA  O(eC1) O(e M5 SA) fC1,M5 SA 

with: 

dC1, M5 SA = 


12

2i
ia  

 fC1, M5 SA  =


12

2i
ib  

The minimum time (dC1, M5 SA) granted to the 
production of a milk bottle is 229 u.t whereas 
the maximum time (fC1, M5 SA) is 342 u.t. 

Step 4 — Scenario formation  

A/ Scenario: delay of packaging operation 

Let us suppose that:  

C1M5 = C1M1 + M1+ M1M2 + M2 + 
M2M3 + M3 + M3M4 + M4 + M4M5 + 
M5,  

where: C1M1= 115 u.t, M1= 10 u.t, 
M1M2= 10 u.t, M2= 36 u.t, M2M3= 45 
u.t, M3= 13 u.t, M3M4 = 8 u.t, M4 = 35 u.t 
and M4M5= 45 u.t. 

Suppose that the transfer duration linking the 
occurrences of the events eC1 and eC1M1 is 
115 u.t (C1M1= 115 u.t) and that the 
operating durations associated to the 
packaging machine is 40 u.t (M5 = 40 u.t). It 
is sure that the production cycle of a milk 
bottle will be delayed (Figure 5) according to 
the measured duration C1M5 and to the 
transfer durations of the bottles of the 
packaging machine “M5” to the stock “SA” 
(Δ11  [5, 15]). Consequently, the global 
constraint (CC1, M5 SA) is violated. In fact, a 
late detection of a time constraint violation 
can imply the propagation of the failure 
symptom and can induce some catastrophic 
consequences on the functioning of the 
system. Therefore, the considered approach 
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uses the additional information provided by 
the occurrences of the intermediate events 
and allows detecting a failure symptom when 
a constraint is violated. 

The results, Figure 5, highlight areas of 
certainty for the detection function: as the 
constraints traduce a normal functioning of 
the monitored system, a low degree of 
possibility ((C1M5)= 0) induces the 
detection of a failure symptom. 

The chronicle recognition allows detecting a 
failure symptom when a constraint is 
violated. When a symptom of an abnormal 
functioning is claimed, a diagnosis text is 
generated. The diagnosis text determines 
failed states (deviations from the normal 
function) of the system (milk unit failure) and 
its subsystem (failure of packaging machine, 
failure of bottles filling machine, …). 

 

 

 

 

 

 

 

Figure 5. Possibility function considering C1M5 

When a symptom of an abnormal functioning 
is claimed by the chronicle mechanism, it is 
imperative to localize the failure by using 
fault tree as a modelling tool. 

3.3 Fault tree of the milk 
manufacturing unit  

Step 5 — construct fault trees for observable 
system deviations 

In the case of a system comprising a large 
number of components, failure may occur 
due to various failure combinations involving 
one or more components. This relationship 
between component and system failure is 
represented in a fault tree. 

To establish the causality of failures on the 
sub-systems (packaging machine) that can 
affect the system status, a fault tree, Figure 6, 
was constructed and the milk unit failure was 
defined as the top event of the fault tree. This 
diagnostic tree was comprised of 19 basic 

events. When the sub-systems deviate from 
their expected normal behaviour, the fault 
tree provides information regarding the 
failure state of its components. 

The causes of such deviations, such as a 
failure of the bottle filling machine, a failure 
of the milk bottle capper, etc., were 
determined in the structure of the fault trees 
that were constructed by traversing the 
structural model of the system. Nodes of 
those fault trees were also augmented with 
monitoring expressions and the trees were 
then used in real-time for the diagnosis of 
root causes of failure. According to Figure 6, 
the logical expression of top event (F0) of the 
fault tree is:  

F0 = F1 + F2+ F3+ F4+ F5 

= [(da  db)+(dc+ dd)]+[(de + df) + dg]+[(dh  

di)+(dj+ dk)]+[dl + dm+ dn + do] +[(dp +   

dq)+(dr +d s)]  

= [ds0+ds1] + [ds2+dg] + [ds3+(dj + dk)] +  

[dl + dm+ dn + do] + [ds4 + ds5]  

with:  

ds0= (da  db); ds1= (dc+ dd); ds2 = (de + df); 

ds3= (dh  di); ds4= (dp+ dq); ds5 = (dr +ds); 

We define the vectors of: 

 Basic failures (associated to basic events): 

D = [da; db; dc; dd; de; df; dg; dh; di; dj; dk; dl; 
dm; dn; do; dp; dq; dr; ds] 

 Intermediate failures (combination of 
basic failures): 

D  = [ds0; ds1; ds2; ds3; ds4; ds5] 

Let us take the example of a failure of the 
packaging machine; the proposed fault tree 
allows localizing, and identifying problems 
that occur on the packaging machine. These 
problems are physical (failure of the 
mechanical fingers, failure of sealing bar …). 
Therefore the fault tree explains in details 
what is happening with the system and what a 
supervisor agent needs to know in order to 
avoid a damage of the process or an accident 
with human beings. 

0                      214       224        327          337   357        

X1= dC1, M5 SA  M = 214s ; X2= dC1, M5 SA  m =224s  
X3=fC1, M5 SA  m= 337s ; X4=fC1, M5 SA  M = 327s   

1 

C1M5

(C1M5) 

Fail 
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4. Conclusion  

This paper deals with supervision in critical 
time manufacturing job-shops. In such systems, 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

operation times are included between a 
minimum and a maximum value. In the 
proposed manufacturing workshop the 
determining parameter for quality and cost is 

Figure 6. Fault tree of milk manufacturing unit 
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the time, which must belong to a very strict 
validity interval. The monitoring allows to 
keep on producing, by on-line diagnosis, 
while providing correct quality of the 
manufactured products. 

A monitoring mechanism integrating design 
models and safety analysis is described. Its 
purpose is to explain in details what is 
happening on the system and to help 
operators identifying failures in order to 
avoid a damage of the process or an accident 
with human beings. 

The proposed monitoring model can capture 
the symptoms of failure on process 
components as violations of constraints. 
From those symptoms, the monitoring 
process can detect single or multiple 
(dependent) failures and then diagnose the 
single or multiple causes of such failures by 
using fault tree. Consequently, the proposed 
monitoring approach which combines 
chronicles and fault tree techniques allows 
evaluating abnormal functioning and the 
reliability of manufacturing systems with 
time constraints. 

The distributed detection allows detecting 
failure symptoms and performing an early 
diagnosis. The failure symptom may occur 
due to various failure combinations involving 
one or more components. This relationship 
between component and system failure is 
represented by a fault tree.  

It is often difficult to estimate precise failure 
probability of the components due to 
insufficient data or vague characteristics of 
the events. Therefore, in the absence of 
accurate data, it may be necessary to work 
with rough estimates of probabilities, and the 
failure probabilities are treated as random 
variables with known probability 
distributions. Fault Tree Analysis FTA [23], 
[24] might be the only way to predict the 
reliability of a manufacturing milk unit when 
little quantitative information is available. 

The monitoring mechanism helps the monitor 
to prevent false alarms, with the aid of 
chronicles recognition. Furthermore, the 
chronicle helps the monitor to recognize 
when a condition should be considered 
normal and when it should be interpreted as 
an indication of a real disturbance. The 
monitor can also determine the functional 

effects of failures: This is quite useful for the 
maintenance task. 

It is interesting as further research to 
incorporate the issues of maintenance and 
repair strategies into the proposed monitoring 
approach by identifying scenarios with 
serious consequences and critical 
components; By knowing the scope of a 
failure and by being able to determine its 
permanency, the monitor can apply 
successive corrective measures at 
increasingly abstract levels in the hierarchy 
of the system. 

Finally a comparative study based upon 
several cases should be developed. A 
comparison with the proposed monitoring 
architecture and results with the works using 
a filtering mechanism of sensors signals 
integrating robustness values [7], should also 
be considered. 
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