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Abstract: This paper presents two new systems for identification and neuro-adaptive command with direct applicability to the control of the longitudinal and lateral aircrafts movement and to the rockets’ vertical and horizontal movement. Also, a structure for the parametric estimation and discrete optimal command of the aircrafts’ movement is presented. The design of these structures is based on the algorithms that belong to the authors of this paper. Theoretical results are validated by numerical simulations; the authors obtained Matlab/Simulink models and calculus programs for the identification, neuro-adaptive command, on-line estimation and discrete command of the aircrafts movement, respectively.
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1. Introduction

The flight to high attack angles (specific for the fight regimes) is affected by the effects of aerodynamic instability. The complexity and uncertainty in modeling of such non-linear phenomena are the main arguments for designing of evolved adaptive control structures, in these conditions the linear models being too far to describe correctly the dynamics of aircrafts. There is a high degree of uncertainty regarding the flight parameters and flying objects dynamics at high attack angles. Another argument is that the actuators are non-linear and present essential non-linear elements such as the saturation of displacement or the saturation of the mobile elements speed. The stability and handling qualities must also be maintained in conditions of sensors and actuators failures.

Control systems (denoted in this paper with A ) must have the capability to identify defects, to isolate the damaged elements and to reconfigure the architecture in real time. The failures belong to sensors, actuators or force equipments. Thus, a real time redesign of the control systems is needed. The observers must be easily adaptable; that means that their design algorithms must allow aircrafts state estimation with or without the signals provided by the damaged sensors. In all these situations real-time adaptive control based on neural networks is adequate [1], [2], [3], [4], [5]. The training process of the neural networks is done by using signals provided by the state observers; these state observers have, as input, the tracking error vector.

The area of adaptive control has grown to be one of the richest in terms of algorithms, design techniques, analytical tools, and modifications. Despite the rich literature, the field of adaptive control may easily appear to an outsider as collection of unrelated tricks and modifications. The adaptive flight control systems, which are presented in this paper, were designed to provide invariant aircraft response characteristics throughout aircraft’s atmospheric flight envelope.

The contributions of this paper are: an adaptive control system with neural network and adaptive controller, a complex system for the neuro-adaptive control of the aircraft movements and a system for the parametric estimation and discrete optimal command of aircraft longitudinal and lateral movements. So, the purpose of this paper is the design and software implementation in Matlab/Simulink environment of the three systems. By comparison with other adaptive algorithms from the specific literature, the authors’ adaptive flight control systems are characterized by simplicity, proper function and dynamic stability. The study of the algorithms convergence and stability has been made by the paper authors by complex numerical simulations. The stability of the presented systems is obvious from the analysis of the system responses.
The paper is organized as follows: the design of the two new systems for aircrafts identification and neuro-adaptive command are given in section 2; the design of the system for the parametric estimation and discrete optimal command of aircraft longitudinal and lateral movements is presented in section 3; three numerical examples are included in section 4; finally, some conclusions are given in section 5.

2. Systems for the Aircrafts Identification and Neuro-Adaptive Command

The contribution command system in Figure 1 consists of a neural regulator, a conventional regulator and an identification neural network. It is used, with good results, to the stabilization of the aircraft longitudinal and lateral movements. This system works in two regimes: identification regime (I) and automatic control (R). In the identification stage (the switch has position I) the system is an open loop one (the signal is simultaneous applied to the control system and to the neural network and it is given by a signals generator block).

After the identification process, the switch passes on the position R (automatic command); the input of the system is:

\[ u = u_c + u' \]  \hspace{1cm} (1)

where \( u_c \) is the command signal given by a conventional regulator and \( u' \) – the output of the neural regulator.

The neural regulator model must be \( \hat{\Lambda}^{-1} \) is the neural network model for the estimation of the control system model (\( \Lambda \)). As input, for the neural regulator one chooses, for example, the error of the adaptive control system; \( e^* = r - \hat{y} \), \( r \) is the reference of the system, while \( \hat{y} \) is the output of the neural network.

The neural regulator is modeled by a feed-forward network with the error \( e^* = u^* - u' \); \( u^* \) is the imposed output of the neural regulator, while \( u' \) is the current output of the neural regulator. For the calculus of \( u^* \), we start from the idea that, in stationary regime, the error \( e^* \) tends to zero in the same time with the adaptive system error \( e' \).

Imposing \( e' = e^* = u^* - u' \) and \( u \rightarrow u' \) \((u_c \rightarrow 0)\), we get:

\[ u^* \equiv e^* + u' \equiv e' + u. \]  \hspace{1cm} (2)

The training of the neural regulator stops when \( e^* \rightarrow 0(e' \rightarrow 0) \); in that moment we remark that \( u \rightarrow u^* (u_c \rightarrow 0) \). Thus, on the direct way of the adaptive control system, we obtain the approximate inverse of the function from the feedback way, i.e. \( \hat{\Lambda}^{-1} \hat{\Lambda} \equiv 1 \).

Another contribution of this paper is related to the hierarchical neuro-adaptive command system in Figure 2; it may also be used to the stabilization of the aircrafts movement. Its design is presented below.

![Figure 1. The adaptive control system with neural network and adaptive controller](http://www.sic.ict.ro)
First of all, let us consider that the non-linear dynamic model of the aircraft is described by equation [6]:
\[
\dot{x} = f(x(t), u(t), p(t), t),
\]
where \( x \) is the state vector of dimension \((n \times 1)\), \( u \) – the command vector of dimension \((m \times 1)\) and \( p \) – the vector of the disturbances \((n \times 1)\).

In the initialization stage of the neural network (NNx) one may use the linear control theory for the command of the non-linear control system; the linear system is obtained by the linearization of the non-linear system (3). Thus, assuming that all deviations are small, system (3) may be approximated with the linear one:
\[
\Delta x = A \Delta x + B \Delta u + D \Delta p,
\]
where \( \Delta p \) (the vector of the disturbances) produces the deviation of the dynamic trajectory from the undisturbed reference one.

The matrices \( A, B \) and \( D \) are calculated with respect to the undisturbed reference trajectory.

We need to obtain an optimal command \( \Delta u^* \) which assures the convergence of the linear model trajectory to the reference trajectory. The expression of this optimal command is:
\[
\Delta u^* = -K \Delta x = -R^{-1}[B^TP + N] \Delta x,
\]
where \( R(m \times m) \) is a non-singular matrix, \( N(n \times m) \) – a symmetric matrix, \( K \) – the process gain matrix and \( P \) – the solution of the Riccati equation:
\[
A^TP + PA - PBR^{-1}B^TP + Q = 0.
\]

In the training stage, the neural network (with four input neurons, five neurons in the only one hidden layer and only one output neuron) computes the command law with respect to the state vector \( \bar{x} = x - x_0 \) (Figure 2); the equation of the neural network is:
\[
u = V^Tg(Wx + d) + b,
\]
where \( W \) is the input weights vector, \( V \) – the vector of the output weights, \( d \) and \( b \) – the input and output biases and \( g \) – the vector of the sigmoid functions.

For the determination of the optimal command \( u^* \), we use the Hamiltonian equation [7], [8]:
\[
\frac{\partial H(x, u, \psi, t)}{\partial u} = 0,
\]
where \( \psi \) is the adjoint vector described by the equation \( \psi = -\frac{\partial H(x(t), u(t), \psi(t), t)}{\partial x} \) and \( H \) is the Hamilton’s function:
\[
H(x(t), u(t), \frac{\partial I(x, t)}{\partial x}, t) = -L(x(t), u(t), t) + \left[\frac{\partial I(x, t)}{\partial x}\right]^T f(x(t), u(t), t);
\]
the functional
\[ J(x(t), u(t), t) = \int_{t}^{t_{f}} L(x(\tau), u(\tau), t) d\tau \]
attaches a well determined number
\[ I(x(t), t) = -J(x(t), u(t), t) \]
to the trajectory corresponding to an interval \([t, t_f]\). In the above equations the function
\[ L(x(t), u(t), t) \]
has the form:
\[ L(x(t), u(t), t) = \left[ \frac{\partial L(x(t), t)}{\partial x} \right] \frac{\partial x(t)}{\partial t} + f(x(t), u(t), t). \]

Because \( H(x, u, \psi, t) = H(x(u), u, \psi, t) \), the equation (8) becomes:
\[ \frac{\partial H}{\partial u} + \frac{\partial H}{\partial x} \frac{\partial x}{\partial u} = 0 \]  \hspace{1cm} (9)

or, taking into account the equation of the adjunct vector \( \psi \), it results:
\[ \frac{\partial H}{\partial u} - \psi \frac{\partial x}{\partial u} = 0. \]  \hspace{1cm} (10)

By the discretization of equation (10), we get:
\[ \frac{\partial H[x(k), u(k)]}{\partial u(k)} - \psi(k + 1) \frac{\partial x(k + 1)}{\partial u(k)} = 0. \]  \hspace{1cm} (11)

The equation of the adjunct vector \( \psi \) becomes:
\[ \dot{\psi}(t) = -G^* \psi(t) + Q \Delta p(t), \]  \hspace{1cm} (12)

which assumes the knowledge of the external disturbance \( \Delta p \); this fact is not possible in most of the cases and, that is why, in equation (12), the term \( Q \psi(t) \) may be substituted by other term which expresses, more accurately, the effect of the disturbance. The disturbance affects the output vector of the nonlinear system \( (y) \) and the vector \( y_m \) associated to the linear model. Thus, the disturbance influences the system error \( e' = r - y; \) \( r \) is the reference (imposed) vector. So, the previous equation may be written:
\[ \psi(t) = -G^* \psi(t) + k(r - y), \]  \hspace{1cm} (13)

where the matrix \( G \) has the form
\[ G = A - BR^{-1}[B^TP + N] \] and \( k \) is a variable gain coefficient; without losing the generality, it may be chosen 1. If \( k \) has other values \((k \neq 1)\), a supplementary disturbance appears and it is compensated by the feedback loop (feedback after the output vector \( y \)). Thus, the vector \( \psi \) may be calculated by the integration of equation (13), with \( k = 1 \). The neural network \( \text{NNc} \) models an equation of form (7) and \( \text{NNc} \) is trained through the minimization of the error:
\[ e_c = \left| \bar{y}_c - u_c \right|, \]  \hspace{1cm} (14)

where \( \bar{y}_c \) is obtained by using the formula:
\[ \bar{y}_c = \frac{1}{k_n} r; \]  \hspace{1cm} (15)

\( k_n \) is the gain coefficient of the subsystem on direct way. When \( e \to 0 \) \(( y \to r, u_c \to \bar{y}_c, x \to x_s = \text{ct.}) \), \( y \to 0 \), \( u' \to u_s = \text{ct} = h(x_s) \), \( u \to u' \to u_s = \text{ct} \) and \( e \to 0 \), \( u(k) \to u_s(k) = \text{ct} \); this is equivalent with \( x_m \to x_m = \text{ct} \to x \) and \( \tilde{x} \to 0 \). Thus, one chooses a linear model as close as possible from the non-linear model of the control system, whose state verifies, in an unperturbed regime, the relationship \( x_m \to x \).

In the initialization stage, the model is brought in the state \( x_m(\Delta x_m = 0) \) by means of the optimal control law \( \Delta U_i = K \Delta x_m \). In the training stage of the neural network \( \text{NNx} \),
\[ u_i = u_c + \Delta U_i + u, \]  \hspace{1cm} (16)

where \( u_c \) is the output of the network \( \text{NNc} \) (neural regulator); the input of the network is the deviation of the system output from the reference value \( r \). The imposed value is \( \bar{i}_c = r/k_n \), because, at equilibrium, \( y = k_n u_c \to k_n \bar{i}_c \Leftrightarrow \bar{i}_c = y/k_n \to r/k_n \); the adaptive component \( u \) of the command law is the output of network \( \text{NNx} \), whose input is the difference \( \bar{x} = x - x_m \) because of the disturbance \( p \) and of the deviation of the model \( A \) from the reference one. The imposed value \( u' \) of the \( \text{NNx} \)’s output is calculated with respect to the adjunct vector \( \psi \) (the solution of equation (13)); it depends on the error \( e = r - y \) generated by the disturbance \( p \).
3. Parametric Estimation and Discrete Optimal Command of the Aircrafts Movement

The parametric estimation and discrete optimal command algorithm (ALGLDR) represents an important contribution of this paper authors. Let us consider the discrete dynamic model of the aircraft \( A \) which is described by the equations:

\[
x(k+1) = A_x x(k) + B_x u(k),
\]

and the estimated discrete dynamic model \( \hat{A} \), described by the relationships:

\[
\hat{x}(k+1) = \hat{A}_x \hat{x}(k) + \hat{B}_x u(k),
\]

where \( A_x, B_x, C_x \) are the discrete variants of the matrices \( A, B, C \) from general state equations [9] and \( \hat{A}_x, \hat{B}_x, \hat{C}_x \) are the estimations of these matrices.

Another way to describe the dynamics of the estimated control system \( \hat{A} \) is [10]:

\[
\hat{y}(k+1) = z^T(k+1) \hat{b} + e(k+1),
\]

where

\[
e(k+1) = y(k+1) - \hat{y}(k+1);
\]

\[
\hat{b}^T = [\hat{a}^T \hat{b}_1(k) \hat{b}_2(k)]^T;
\]

with

\[
\hat{a}^T = \begin{bmatrix} \hat{a}_1(k) & \hat{a}_2(k) & \ldots & \hat{a}_p(k) \end{bmatrix}^T,
\]

\[
\hat{b}_1 = (p \times 1) \text{ vector, } \hat{b}_2, \hat{b}_3 \text{ are } (p \times p) \text{ vectors, } y \text{ - a } (p \times 1) \text{ vector and } u \text{ - a } (2 \times 1) \text{ vector. For the obtaining of the command law } u(k) \text{ we choose the performance indicator:}
\]

\[
J = [\hat{y}^T(k+1) - y(k+1)]^T \cdot Q[\hat{y}^T(k+1) - y(k+1)] + u^T(k)Ru(k),
\]

where \( \hat{y}(k+1) \) is the imposed output vector, \( Q(p \times p) \) and \( R(m \times m) \) are symmetric and positive definite matrices. \( u(k) \) is obtained from the optimum condition \( \partial J / \partial u(k) = 0 \); for the aircraft longitudinal movement, the authors obtained the equations [9]:

\[
u(k) = G[\hat{y}(k+1) - \hat{a} \hat{y}(k)]^T,
\]

\[
G = [R + \hat{b}^T \hat{b}(p \times p)]^{-1} \hat{b}^T(k)Q,
\]

while, for the aircraft lateral movement, \( u(k) \) and matrix \( G \) are calculated as bellow:

\[
u(k) = G[\hat{y}(k+1) - \hat{a} \hat{y}(k)]^T \hat{b}_1(k)u(k-1),
\]

\[
G = [R + \hat{b}^T \hat{b}(1 \times 1)]^{-1} \hat{b}_1(k)Q.
\]

The matrices \( Q \) and \( R \) may be calculated, for example, by using ALGLX algorithm [9].
The block diagram of the system for the on-line parametric estimation and optimal command of the aircraft movements is represented in Figure 3. Below we present an original algorithm (ALGLDR) for the on-line parametric estimation and optimal command of the aircraft movements.

![Figure 3](http://www.sic.ici.ro) 

**Figure 3.** The system for the parametric estimation and optimal command

**ALGLDR Algorithm**

**Step 1:** First of all, we make the off–line identification of the system by using, for example, the least square method; it results the parameters vector $\hat{b}_0 = \tilde{b}(0)$; that refers to the coefficients $\hat{b}_j, j = 1, r, \hat{a}_j = 1, n$ of the discrete transfer functions of the aircraft estimated model $\hat{A}$ (in Figure 3 switch “I” has position 1, $e$ is the system disturbances and $u = u_s$ – the random input); $\hat{y}(t)$ is then calculated and the vectors $\hat{Y}_0 = \hat{Y}(0)$ and $U_0 = U(0)$ are memorized. The covariance matrix $P_0$ (obtained at the end of the identification $P_0 = P(0)$) is also memorized. Then, the matrices $A_j, B_s, \hat{A}_j, \hat{B}_j$ are calculated and, with these matrices, the state vectors $\chi$ and $\hat{\chi}$ are computed by means of equations (17) or (18); these vectors (at the end of identification) are also memorized.

**Step 2:** For the simulation of aircraft parameters time variation, these parameters are modified (for example with 5%) and, with the new coefficients, the matrices $A_j$ and $B_j$ are calculated again. Because we have not, each second, the flight data from the aircraft, we simulate, without losing the generality, the on-line function of the system by permanent modification of the transfer function coefficients. This fact happens in reality: each second, the transfer functions associated to the aircraft movement change. Thus, the original algorithm (ALGLDR) may be considered an on-line algorithm for the parametric estimation and optimal command.

**Step 3:** The switch “I” has now position 2 (on–line control); by means of ALGLX algorithm, the matrices $Q'$ and $R$ are obtained with respect to $\hat{A}_j, \hat{B}_j$ and, after that, the matrix $Q = (C^T)^{-1} Q'C'$ is calculated; $C'$ represents the Moore – Penrose pseudo-inverse of the matrix $C$.

**Step 4:** The matrix $G$ from (28) or (29) is calculated with $\hat{b}_i$ extracted from $\hat{b}(k)$.

**Step 5:** The command $u(k)$ is obtained by using the equations (28) or (29) [9], [11].

**Step 6:** The vectors $x(k + 1), \hat{x}(k + 1)$ are obtained with (17) and (18), respectively [12]; $y(k + 1)$ and $\hat{y}(k + 1)$ are calculated with the formulas:

$$
y(k + 1) = C_\chi \cdot x(k + 1),$$  
$$
\hat{y}(k + 1) = \hat{C}_\chi \cdot \hat{x}(k + 1).
$$  

The vectors $\hat{Y}(k + 1)$ and $U(k + 1)$ are memorized and the error:

$$
\hat{e}(k + 1) = y(k + 1) - \hat{y}(k + 1)
$$

is obtained.

**Step 7:** The actualization of the covariance matrix is made with the formula [13], [14]:
The state vector, \( P(k+1) = P(k) - P(k)z(k+1)z^T(k+1) + \lambda + z^T(k+1)P(k)z(k+1) \) (32)

\( \lambda \) is a constant with the value \( \lambda \geq 1 \). By using the equation (32), the actualization of the vector:

\[
\hat{b}(k+1) = \hat{b}(k) + P(k+1)z(k+1)\hat{e}(k+1)
\]

is performed. In equation (33), \( z(k+1) \) has the form (22).

**Step 8:** We increase the step value of \( k \rightarrow k+1 \), we return to step 4 and the steps 5, 6, 7 and 8 are repeated until \( k \leq k_{\text{imposed}} \). When \( k = k_{\text{imposed}} \), the program stops and the obtained state variables \( x_i(t) \) and \( \tilde{x}_i(t) \) are plotted.

## 4. Numerical Simulation Results

We use the system in Figure 1 to the stabilization of the longitudinal movement of the aircrafts. The dynamics of the aircraft longitudinal movement is:

\[
\begin{bmatrix}
\dot{\tilde{y}} \\
\dot{\tilde{a}} \\
\dot{\tilde{\theta}} \\
\dot{\tilde{\omega}}
\end{bmatrix}
= \begin{bmatrix}
a_{11} & a_{12} & a_{13} & 0 \\
a_{21} & a_{22} & a_{23} & 1 \\
a_{31} & a_{32} & a_{33} & 0 \\
a_{41} & a_{42} & a_{43} & a_{44}
\end{bmatrix}
\begin{bmatrix}
\tilde{y} \\
\tilde{a} \\
\tilde{\theta} \\
\tilde{\omega}
\end{bmatrix}
+ \begin{bmatrix}
0 \\
0 \\
0 \\
0
\end{bmatrix}
\delta_{\rho},
\]

\( y = Cx + D\delta_{\rho} \);

where \( x \) is the state vector, \( \delta_{\rho} \) – the aircraft elevator deflection, \( \tilde{y} \) – the non-dimensional flight velocity, \( \tilde{a} \) – the non-dimensional attack angle, \( \tilde{\theta} \) – the non-dimensional pitch angle, \( \tilde{\omega} \) – the non-dimensional pitch angular rate; the matrices \( A, B, C, D \) have the following forms [15]:

\[
A = \begin{bmatrix}
-0.026 & 0.025 & -0.1 & 0 \\
-0.36 & -3 & 0 & 1 \\
0 & 0 & 0 & 1 \\
0.4212 & -38.49 & 0 & -3.67
\end{bmatrix},
\]

\[
B^T = \begin{bmatrix} 0 \end{bmatrix}, \quad C = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}, \quad D = 0.
\]

We consider that the elevator deflection \( \delta_{\rho} \) is the only input of the system and that the non-dimensional pitch angle \( \tilde{\theta} \) is the single system output. The input of the control system and of the neural network (NN) is ramp type within 2 seconds, with a slope of 0.05 rad/sec followed by a saturation zone with the amplitude \( u = \delta_{\rho} = 0.1 \text{rad} \) [9].

By using a simulation program (made by the paper authors in Matlab environment) the neural regulator and the neural network are trained. The training of the neural regulator and of the neural network stops when \( e^* \rightarrow 0 \) (\( e^* \rightarrow 0 \) and \( e \rightarrow 0 \)); that means that the stopping time is when \( \hat{y} \rightarrow y \rightarrow r \); we have chosen \( r = 0.209 \text{ rad} \) and \( k_\epsilon = 0.7 \) (the gain coefficient of the conventional regulator; \( u_\epsilon = k_\epsilon e^* \)). The Matlab program plots the graphic of the mean square error of the identification neural network for its last training process depending on the training epochs number (Figure 4). In Figure 5 we represent the output of the control system \( y(t) \) (with red circles) and the output of the neural network \( y(t) \) (with blue solid line) after the last training process. These two signals overlap; that means that the identification process is successfully done. In Figure 6, the signals \( u'(t) \) – the reference and \( u(t) \) – the neural regulator output are plotted. Because these 2 signals overlap too, the other neural network training process is successfully done (\( e^* \rightarrow 0 \)).

The command signal of the adaptive control system \( u(t) \) is represented in Figure 7.

In Figure 8 we represent the reference of the control system \( r(t) \) (red dashed line) and the neural network response after the last training stage \( y(t) \) (blue solid line). The error of the system (\( e(t) \)) is represented in Figure 9; this error tends to zero in a short transient regime – 3 seconds.

After the last training stage of the neural network training, the following weights have been obtained:

\[
W_1 = \begin{bmatrix}
-0.2257 & 1.3670 & -1.6547 & 20.5813 \\
1.4443 & -1.1286 & 0.6718 & 5.6728 \\
0.4096 & 0.1874 & 1.1743 & 32.6221 \\
-0.2822 & -1.3914 & 1.7408 & 20.816 \\
0.0152 & 0.2540 & -1.1176 & 28.0938
\end{bmatrix},
\]

\[
W_2 = \begin{bmatrix}
3.5 & 1.856 & 2.535 & 2.94 & 3.68
\end{bmatrix},
\]

\[
B_1 = 0.5451;
\]

after the last training stage of the neural regulator we obtained the weights:
The stability of the control system is obvious from the graphical characteristics; thus, the identification processes are successfully done (the mean square error of the neural network training process tends to zero – Figure 4, the output of the control system and the output of the neural network are the same – Figure 5, the reference and the neural regulator output overlap – Figure 6). The system stability can be also remarked in Figure 8 (the output of the system (y) and its estimation (ŷ) tend to the desired input of the system (r)) and in Figure 9 (the difference between the system desired output and its nominal output tends to zero e' = r – y → 0).

For the validation of the ALGLDR algorithm (block diagram in Figure 3), the authors made other Matlab/Simulink programs and tested this algorithm for the longitudinal and lateral movement of aircrafts.

Figure 4. The mean square error of the neural network training process

Figure 5. The output of the control system and of the neural network after last training process

Figure 6. The signals u'(t) and u(t)

Figure 7. The command signal u(t)
Using, step by step, the AGLDR algorithm, we obtained the time variations of the variables $x_1 = \Delta V_x, x_2 = \Delta \alpha, x_3 = \Delta \dot{\alpha}$, $x_4 = \Delta \theta, x_5 = \Delta \dot{\theta}, x_6 = \Delta \phi, x_7 = \Delta \dot{\phi}, u = \delta_r$ in Figure 10 (the states $x_j$ – blue solid line, their estimates $\hat{x}_j$ – red dashed line).

The ALGLDR algorithm is also tested for the lateral movement of the aircrafts. We consider the lateral movement of a Boeing 747 which flies with Mach number $M = 0.8$ at the altitude $H = 40000$ ft; the state equation corresponding to the aircraft movement in longitudinal plane is [9]:

$$
\begin{bmatrix}
\Delta \dot{\beta} \\
\Delta \dot{\alpha} \\
\Delta \dot{\phi} \\
\Delta \Delta t
\end{bmatrix} =
\begin{bmatrix}
-0.0558 & -0.9968 & 0.0802 & 0.0415 \\
0.598 & -0.115 & -0.0318 & 0 \\
0.305 & 0.388 & -0.465 & 0 \\
0 & 0.0805 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
\Delta \beta \\
\Delta \alpha \\
\Delta \phi \\
\Delta \Delta t
\end{bmatrix} +
\begin{bmatrix}
0.0073 \\
-0.475 & 0.123 \\
0.153 & 1.063 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\delta_e \\
\delta_d
\end{bmatrix},
$$

where $\beta$ is the sideslip angle, $\alpha_r$ – the roll angular rate, $\alpha$ – the yaw angular rate, $\phi$ – the aircraft roll angle, $\delta_e$ – the deflection of the aircraft direction and $\delta_r$ – the deflection of aircraft ailerons. In this case, the symbol $\Delta$ also expresses the deviations of the variables $\beta, \alpha, \phi$, and $\delta$ from their desired (imposed) values.

Using again, step by step, the AGLDR algorithm, we obtained the time variations of the variables $x_1 = \Delta \beta, x_2 = \Delta \dot{\beta}, x_3 = \Delta \alpha, x_4 = \Delta \dot{\alpha}, x_5 = \Delta \phi, x_6 = \Delta \dot{\phi}, x_7 = \Delta \delta_e, x_8 = \Delta \delta_d, x_9 = \Delta \delta_r$ in Figure 11 (the states $x_j$ – blue solid line, their estimates $\hat{x}_j$ – red dashed line).

The estimation processes are successfully achieved (the four state variables $x_i$ and the four estimated state variables $\hat{x}_i$ overlap). Moreover, the stability of the system is assured by the stationary values of all the state variables; all the state variables are expressed as deviations (the symbol $\Delta$ is used for this) of their nominal values from their desired values. That is why, when $\Delta x_i \rightarrow 0$, the variables $x_i$ tend to their desired value (these values are imposed, during the flight by the aircraft pilot).
Figure 10. The dynamics of the state variables and their estimations for the aircraft longitudinal movement by using the ALGLDR algorithm.

Figure 11. The dynamics of the state variables and their estimations for the aircraft lateral movement by using the ALGLDR algorithm.
5. Conclusions

The paper presents new systems for the identification and neuro-adaptive command of the aircrafts and a new system for parametric estimation and discrete optimal command with direct applicability to the control of the flying objects movement. The identification/estimation and the automatic command algorithms represent authors’ contributions. Also, the block diagrams of the three presented systems (Figure 1, 2 and 3) are original issues and may be used with good results to the command and control of aircrafts or rockets. The theoretical results are validated by three numerical simulations in Matlab/Simulink environment. The command system presented in Figure 1 consists of a neural regulator, a conventional regulator and an identification neural network. This system works in two regimes: identification regime (I) and automatic control (R). The neural regulator must model (form) the inverse of the neural network function. Another new neuro-adaptive command system, which may be used to the stabilization of the aircrafts movement, is the original hierarchical structure in Figure 2. It is characterized by an initialization stage and a training stage (the two neural networks – NNc and NNx are trained).
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