
1. Introduction

In multi-objective optimization (MO), there is
more  than  one  objective  to  be  optimized.
Usually these objectives contradicts each other
(i.e.  optimize  of  one  objective  cannot  be
achieved  without  degradation  of  other
objective).  Hence  there  is  no  longer  a  single
solution (as in a mono-objective optimization)
but a group of trade–off solutions called Pareto
points.  The  need  for  multiple  Pareto  points
make  evolutionary  algorithms  (EAs)  more
suitable for MO since the EAs work in parallel
and can get more solutions in a single run[1,2].

EAs should be modified to be suitable for MO.
This is due to the fact that it is required to have
numerous  solutions  and  thus  need  more
diversity.  Non-dominated  sorting  genetic
algorithm (NSGA-II) [3] is considered one of
efficient Multi-objective Optimization Evolutionary
Algorithms (MOEAs). It is introduced in 2002
to overcome some shortcomings of NSGA [4].
Since then, it has proved its efficiency in many
MO branches [5-8]. 

Decision making (DM) (i.e. selecting preferred
solution  points)  is  an  important  step  in  MO.
Indeed, this is not an easy task since there are
multiple  trade-off  solutions.  Also,  DM  gets
more complicated with the increase of number
of  objectives.  To  be  able  to  carry  out  DM
effectively,  graphical  presentation,  can  be
helpful  tool  in  our  analysis.  Scatter  diagrams
and Parallel  coordinates  [9,  10]  are  the  most
common  graphical  techniques  used  in  MO
analysis. However, these techniques lose clarity
with  increasing  number  of  objectives.  To

overcome  this  difficulty,  a  new  graphical
technique  called  Level  diagram (LD)  [11]  is
introduced in 2008. Its idea is based on plotting
each  objective  and  decision  variable  in  a
separate sub-plot .These sub-plots are related to
each  other.  This  separation  yields  a  good
visibility  for  each  objective  and  decision
variable hence more capability on doing DM.

PID controller is the most widely used controller
in  industry  because  of  its  simplicity  and
robustness [12]. PID controller is still the perfect
choice  for  many plants.  However, finding  the
optimal  parameters  of  PID  controller  is  quite
difficult especially in non-linear control system
as in the liquid level control system. So, several
methods  have  been  proposed  for  tuning  PID
controller. One of these methods is Ziegler and
Nichols method [13]. It is the oldest method and
simplest  one.  Recently,  many  EAs  such  as
genetic algorithm (GA) have been employed to
tune PID controller in various plants [14-16]. 

For  tuning  PID  controller,  there  are  many
different  measures  which  can  be  used  to
compare  the  quality  of  controlled  responses.
These  measures  or  objectives  include  time
response  specifications  of  the  control  system
(i.e.  overshoot,  settling  time…),  integral
performance  indices  and  frequency  domain
objectives  (i.e.  sensitivity,  complementary
sensitivity…)  [12,  17-19].  When  designing  a
control  system,  these  objectives  should  be
selected  carefully  to  represent  demands  of
decision maker.

In this paper, due to its efficiency, NSGA-II is
used  for  tuning  MO-PID  controller  in  three
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tanks  liquid  level  system.  For  tuning  PID
controller,  three  objectives  are  selected  to  be
minimized.  The  aim  of  selecting  these
objectives  is  trying  to  reach  the  best
performance  of  the  control  system  while
keeping  anti-disturbance  ability  and  avoiding
stress of the control  actuator. The analysis  of
results is performed using a graphic LD tool.

The rest of the paper is organized as follows.
Section  2  reviews  related  work.  Section  3
describes  a  case  study  for  tuning  MO-PID
controller  in  liquid  level  system.  Section  4
analyzes the results using LD and comparisons
held  between  NSGA-II  and  different
optimization  algorithms.  Finally,  section  5
concludes this paper.

2. Related Work 

2.1 Multi-objective terminology 

MO problem can be written in the form:

Minimize J (x)=(J 1 ( x ) , J 2 ( x ) , J 3 ( x ) ,… , J k ( x ))

for k  objective functions,  x ∈R
n

Subject to m  inequality constraints

gi ( x )≤ 0 i=1,2,… , m ,

and to p  equality constraints.

hi ( x )=0 i=1,2,… , p ,

where  x  is  defined  as  the  decision  vector,
J ( x )  as the objective vector.

Definition (Pareto Dominance): 

Given  a  solution  x1 with  objective  vector
J (x 1) , it dominates a second solution x2 with

objective vector J (x 2)  if and only if J (x 1)  is
partially less than J (x 2) , i.e.

∀ i ∈[1,2, …. k ] , J
i ( x1) ≤ J

i ( x2) ,  and 

∃ q∈[1,2, …. k ] , J
q ( x1)< J

q ( x2)

Definition (Pareto  optimality):  A point  x  is
considered to be Pareto optimal if and only if
there  does  not  exist  another  point  x́  so  that
J (x)  is dominated by  J ( x́ ) .  Pareto-optimal

Set P
*  is considered to be the set that contains

all of these solutions.

Definition (Pareto-front):  The  Pareto  front
PF

*  is defined as:

P F
*={J (x )=( J 1 ( x ) ,… . J

k
( x )) | x∈P * }

2.2 Level diagram (LD)

In  addition  to  being  synchronized  with  the
objective and parameter diagram, classification
of Pareto front points according to how much
they are close to ideal points is the main key
factor that reflects the performance of  LD[11] .
The  ideal  point  is  the  point  that  has  the
minimum value along the Pareto front for each
objective.  The  steps  of  plotting  LD  are  as
follows:

1. For each objective,  find its minimum and
maximum  values  { J

i

min=min J
i
( x ) ,

J
i

max=max J
i
( x ) }

2. Calculate the norm for each objective

J i ( x )=
J

i
( x )−J

i

min

J i

max−J i

min

3. Apply  a  norm  (1-norm:  ‖J i (x )‖1  or

Euclidean  norm:  ‖J i (x )‖2  or  ∞ -norm:

‖J i (x )‖∞ )  to  evaluate  the distance to  the
ideal  point.

4. Pareto  front  point  need  to  be  ordered  in
ascending  order  of  the  value  of  the
‖J i (x )‖norm .

5. Plot  a  2-D  separate  sub-plot  for  every
objective and every decision variable. Axis
X corresponds to values of the objective, or
decision variables, in physical units. Axis Y
represents the value of norm ‖J i (x )‖norm  in
all  sub-plots  [11].  Thus  a  given  solution
will  have  the  same  Y-axis  position  in  all
sub-plots.  This  is  very  helpful  in
comparison among solutions.

Using  ∞−norm  in  LD  gives  information
concerning the worst  objective for  any point,
and it is important in the trade-off analysis .So,
this paper will use ∞−norm  in the analysis. 

A comparison between 2-D classical  plot  and
LD diagram,  for  simple  MO test  benchmark
function with two objectives  J 1 , J 2  (convex,
uniform Pareto Front), is shown in Figure 1 and
Figure 2 respectively.

J 1=
1
n
∑
i=1

n

xi

2
, J 2=

1
n
∑
i=1

n

(xi−2)2
, 0≤ x≤ 1

From Figure 1 and Figure 2, we can see that,
for  example,  point  A in  2-D classical  can be
represented by (k +n)  points in LD diagram (k
is  the  number  of  objectives  and  n  is  the
dimension of the decision vector x, i.e. k points;
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for simplicity;  are only shown in Figure 2,  n
points are not shown). All the above mentioned
points have the same value on the Y axis, and
this position represents the distance to the ideal
point related to specific norm.

Figure 1. 2-D classical plot

Figure 2. LD diagram{norm- ∞ }
(the Pareto front only)

2.3 NSGA-II

Any EA, such as genetic algorithm, is based on
three steps; selection, crossover and mutation.
The key design of any MO genetic algorithm is
selection  step  [20].  Crossover  and  mutation
steps  always  remain  as  usual.  The  steps  of
selection  procedure  in  NSGA-II  can  be
summarized as follows:

- Sort  the  population  based  on  domination
concept  into  fronts;  each front  is  dominated
only by the previous fronts. The sorting is done

using new fast technique to reduce the high
computational complexity used in NSGA. 

- Calculate  the  crowding  distance  for  each
individual  in  each  front.  The  crowding
distance  is  an  estimation  about  the
crowding of the region surrounded by the
individual  by  calculating  how  far  the
individual from its neighbors.

- Select  the  population  for  next  generation.
This is based on two factors; the rank of the
individual  in  any  front  and  its  crowding
distance. For example, as shown in Figure 3,
select  first  the  individuals  in  the  first  and
second fronts  (i.e.  they have  the  advanced
rank).  Then compare among individuals  in
the third front  according to  their  crowding
distance (i.e. Crowding distance is compared
only  among  the  individuals  in  the  same
front).  Select  the  individuals  with  less
crowding  distance  (i.e.  to  keep  diversity)
until complete the size of population. 

As shown in Figure 3, one important feature of
NSGA-II, compared to NSGA, is using elitist to
avoid loss of good solutions once they are found.

3. Case Study: Three tanks Liquid

level control

Liquid level control is very important problem
in  many  industrial  applications  as  in  water
purification  systems,  industrial  chemical
processing and boilers in all the industries. In
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Figure 3. Selection procedure in NSGA-II for population=10 individuals



the  process  industries,  liquids  require  to  be
pumped, stored in tanks,  and then pumped to
another tank. The liquid will  be processed by
chemical and mixed treatment in the tanks. So,
tanks  are  always  found  in  groups  and  three
tanks liquid level system is considered one of
the widely known applications. 

3.1 Modelling of three tanks liquid level

system [19,21]

A simple  structure  of  the  three  tanks  liquid
level system is shown in Figure 4. 

Figure 4. Simple structure of the three tanks liquid
level system

According to mass balance:

Qi ( t )−Qi +1 (t )=Ad hi /dt (1)

Q
i+1=constant ×√h

i (2)

From equation (2), it can be seen that the water
level is a system with nonlinearity. Around the
equilibrium point, equation (2) can be rewritten
approximately as:

Qi+1 ≈
1
R i

× hi (3)

where  Q
i
,Q

i+1 denote  the flow rate  of  liquid
into and out of the tank;  respectively ( i  is the
number of the tank;  i=1,2,3 .  A  is the cross
sectional area of the tank, h

i  is the liquid level
of the tank. R

i  is the linear resistance of tank. 

Substitute Q
i+1   in equation (1) by its value in

equation  (3)  and  calculate  the  Laplace
Transformation of equation (1):

G (s )=
H

i
( s)

Q
i
(s)

=
R

i

Ri As+1
(4)

Thus, the overall transfer function of the three
tanks system is:

H 3(s)

Q1( s)
=

H 3 (s)

Q 3( s)
×

H 2(s)

Q2 (s)
×

H 1( s)

Q 1(s)
×

Q 3 Q2

h2 h1

(5)

Substitute the equation (3) and equation (4) into
equation (5):

H 3 (s)

Q1 (s)
=( R1

A1 R1 s+1 )( R2

A2 R2 s+1)( R3

A3 R3 s+1)×
1

R1 R2

3.2 Block diagram of three tanks liquid

level system 

For  A1=A2=1.5, A3=1, R1=R2=2, R3=3,  the
block  diagram  of  three  tanks  liquid  level
system is shown in Figure 5.

Figure 5. Block diagram of three tanks liquid level
system with PID controller

4. Settings and Results

4.1 Settings

The decision vector = [K
d

K
p
K

i
]  ;

K p , K
i
, K

d  are  proportional  gain,  integral
gain  and  derivative  gain;  of  PID  controller;
respectively.

 x
minimum

=[0 0 0] ;

 xmaximum=[ 20 10 1 ] .

The objectives to be minimized

Min J =[J 1 J 2 J 3] . Table 1 shows the details
of these objectives.

Table 1. The objectives to be minimized

J 1

Integral  of
Absolute  Error
value ( IAE )

IAE=∫
t 0

t f

|r ( t )− y(t )∨dt

J 2

Total  variation
of control action
( TV )

TV =∫
t0

t f

|du

dt |
J 3

Maximum value
of  Sensitivity
function ( Ms )

Ms=‖( I ( s )+P (s ) C( s))−1‖
∞

where  r , y∧u  are  the  set  point  signal,  the
actual  value  of  the  process  and  the  control
variable,  respectively.  P(s)  and  C(s) are  the
process transfer function and controller transfer
function  respectively.  The  selected  objectives
are  a  trade-off  performance,  control  signals’
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smoothness (i.e.  to avoid stress of the control
actuator)  and  robustness.  The  parameters  of
NSGA-II  that  used  are  crossover  ratio=0.9,
mutation  ratio=0.1,  and  maximum number  of
function evaluations (FEs) =10000. 

 4.2 Results and comparison

4.2.1 Remarks on results

Parallel  coordinates  plot  and  scatter  plot  of
Pareto front are shown in Figure 6 and Figure 7

respectively. From Figure 6, we can see that the
main  shortcoming  of  the  parallel  coordinates
plot  is  its  clutter.  Scatter  plot  is  extremely
vague, has limited observations and hence the
analysis  is  very  difficult.  In  this  paper,  the
analysis of the results is carried out using LD
visualization  tool  [23].  By  using  it,  decision
maker can select, classify and remove points in
the  Pareto  front/set  easily.  LD  of  the  Pareto
front/set  results  is  shown  in  Figure  8. From
Figure 8, we can see:
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Figure 6. Parallel coordinate for Pareto front

Figure 7. Scatter plot for Pareto front

Figure 8.A. Pareto Front LD Figure 8.B.  Pareto Set LD



1. There  are  no  discontinuities  in  any
objectives,  which means that  the decision
maker  can  easily  choose  the  point  that
agreed with his preferences.

2. Numerous points are found at bottom level
of Pareto front (i.e. close to the ideal point).
So,  it  is  easy to  choose a  point  that  is  a
trade  off  all  objectives.  The  best  point
(unbiased  to  any  objective;  the  closet  to
ideal  point)  is  J =[12.75 ; 3.21 ; 1.16 ] ,
x=[6.26 ;1.53, 0.22 ] . 

3. Improving the performance (i.e. decreasing
IAE) cannot be done without increasing the
total variation of control action ( TV );this
is shown clearly in Figure 9 (In this figure,
classifying points with IAE less than 10).

4. Decreasing  sensitivity  cannot  be  done
without affecting on the performance of the
system; this is shown in Figure 10 (In this
figure,  classifying  points  with  sensitivity
less than 1.2).

5. In  the  Pareto  set,  there  are  no
discontinuities. Also, the Pareto set shows
that x2 , x3 are localized between [0, 5], [0,
0.5]  respectively;  this  means  that  we  can
change the bound of the search for x2 , x3 .

4.2.2 Comparison 

NSGA-II is compared against four optimization
methods (i.e. Box method [24], Random search
algorithm, MO genetic algorithm(MOGA) [25],
MO Dragonfly algorithm(MODA) [26]) for the
same number  of  FEs  (i.e.  FEs=10000).  From
analysis  of  these  results,  it  is  found  that
Random  search  solutions  can  dominate  2
solutions  of  NSGA-II.  The  other  three
algorithms  results  dominate  1  solution  of
NSGA-II. Table 2 shows the comparison results
of  competitive  algorithms  (i.e.  the  non-
dominated points),  Ziegler-Nichols (Z-N) [13]
and NSGA-II algorithm.

As can be depicted from Table 2, Z-N gives the
maximum  overshoot.  This  is  the  main
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Figure 9. Pareto Front LD
(classifying points with IAE<10)

Figure 10. Pareto Front LD
(classifying points with Ms<1.2)

Table 2. Comparison using different controllers

[kd kp ki] IAE TV Ms overshoot Settling time Rise time

Z-N [18.98; 7.4; 0.72] 7.74 29.06 2.3 31.4 39.3 4.17

Box method [6.12; 1.266; 0.247] 13.74 2.89 1.23 8.8703 53.8292 17.5388

Random search
algorithm  (2

nondominated points)

[6.81; 1.26; 0.20] 14.2 2.7 1.3 4.13 59.48 22.28

[6.9; 1.3; 0.22] 3.78 2.8 1.14 5.67 57.69 20.29

MO genetic algorithm [3.716; 1.256; 0.198] 13.86 2.63 1.22 2.8715 49.8 19.418

Dragon algorithm [8.705; 2.446; 0.31] 9.1005 5.1336 1.2806 2.9787 39.5689 12.4145

NSGA-II (the best trade-
off point)

[6.26; 1.53, 0.22] 12.75 3.21 1.16 2.71 50.66 20

NSGA-II (minimum
IAE)

[19.32; 4.73; 0.54] 5.71 14.39 1.62 5.2 30.97 5.37

NSGA-II (minimum TV) [2.82; 0.091; 0.073] 34.47 0.25 1.2 0.0247 87.0481 56.2312

NSGA-II (minimum Ms) [3.48; 0.318; 0.055] 44.66 0.6815 1.055 0 127.17 83.2934



drawback of Z-N that make researchers search
for  other  efficient  algorithms  [22].Random
search can get two non-dominated points which
indeed are very close to each other. MOGA gets
discriminated  better  solution  which  is  very
close to the best trade-off point of NSGA-II.

Figure  11  shows  the  step  response  of  three
tanks  liquid  level  system  for  some  non-
dominated points. From figure 11, we can see
that  the  solution  of  MODA  has  good  step
response  characteristics. NSGA-II  can  get
various results that can satisfy most demands of
decision maker. For example, if decision maker
is concerned in improving the performance of
the system, he can select NSGA-II point which
achieve minimum IAE .  This point  surely has
the maximum TV  and Ms .

5. Conclusion

This  paper  presents  a  design  of  MO-PID
controller  in  three  tanks  liquid  level  system
using  NSGA-II  algorithm  and  LD  tool.  The
main objectives to be minimized are selected to
achieve  high  performance  of  the  system  and
high robustness without affecting the life span of
the control valve. It is clear from the results that
NSGA-II,  compared  to  other  algorithms,  can
obtain various solutions that can satisfy different
demands of decision maker. For future work, it
is desired to reformulate the design problem to
incorporate other objectives function.
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