1. Introduction

1.1 Wind energy resources

In the last years, due to the European legislation facilities for Renewable Energy Source (RES), the wind energy capacity in EU-28 has been increasing, up to 128.8 GW [1]. In 2014, 11791 MW were installed, with an estimated value between €13 bn and €18 bn. The wind energy share in total energy production is estimated to 285 TWh, which represents approximately 8% of the total EU energy consumption. Regarding Romania, the same source reveals, at the end of 2014, an installed capacity of 2953.6 MW, having risen with 354 MW, when compared to 2013. Concerning the installation rate, the value is nearly half of the previous year, a fact that could be explained by the reduction of energy consumption and green certificates’ value. As a whole, the National System Operator (NSO), reported for 1st of July, 2014 an installed capacity of 24582 MW with with the next composition as energy source: Hydro 28.8%, Coal 26.66%, Hydrocarbon 22.57%, Wind 12.10%, Nuclear 5.74%, Solar 5.15 and Biomass 0.41%. The distribution of energy sources may vary depending upon both on the season and availability. Anyway, the most important annual growth was registered in China [2], 43%, with a total wind power capacity of 369,597 MW.

1.2 The mechanism of the system

The National Power System should balance in any moment the energy consumption to production. Because of the hazardous nature of wind, it is difficult to estimate in terms of hours (as a time scale), the wind energy production. The wind power plant operator should report daily to National Dispatching Centre, the hourly energy production for the next day. In case of inaccurate energy production prediction, the National System Operator must take additional measures in order to maintain the stability of NPS. The purpose of our research is to develop a solution, based on Artificial Neural Networks, for forecasting the wind energy production of small output power wind farms located in hilly areas of Romania, thus improving the accuracy of the hourly prediction. The case study is based on two-year historical data for a wind power plant comprising two production groups situated in Tulcea County, in southeastern Romania. By using this approach, we have also explored the possibility of algorithm generalization, starting from the detailed model of the first production group and generalize it to the second one.
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incurred. The wind power plant operators may use various commercial tools (PredictWind, WPPT, Wind Speed Predictor, WINDcast etc.) developed by independent commercial providers or resulting from international research projects [5]. Our obtained results are part of an integrated system in development [6] as a result of a scientific research project (Intelligent system for predicting, analysing and monitoring performance indicators and business processes in the field of renewable energies - SIPAMER). Due to the field relevance in Romania, the same goal of developing an integrated system for renewable energy sources management is approached by other research projects in progress [7].

The majority of wind farms in Romania have a small output power and are situated on hilly terrain [8]. Therefore, in this paper, we are developing a solution for forecasting the wind energy production and the consumed energy for these types of wind power plants. We aim to improve the forecast accuracy of the existing forecasting software, used by a small wind park located in Baia, in Tulcea County, in South East Romania, by developing a two-step forecasting technique that is best suited for hilly terrain that causes a change of the wind direction from one turbine to another when situated at different altitudes. We also develop an upscaling technique by starting from one turbine and forecasting the energy production for six turbines grouped into two production groups, located on hilly terrain, in close proximity. We focus on obtaining a forecasting solution with an improved accuracy prediction for small wind farms located on hilly terrain and also a solution that can be useful for potential investors that want to build these types of wind farms.

2. Wind Energy Production Forecast

2.1 State of the art

The actual efforts are focused on improving the accuracy of the wind power prediction. Some research literature is dedicated to wind speed forecasting [9, 10, 11] and the time scale differs depending on the prediction objective. By analysing these papers, we can distinguish a short-term prediction (hours, called intraday forecasting), used for safety operation in case of severe weather and also for the unbalanced situation; a medium-term prediction (days), used for production notification and maintenance; a long-term prediction (months), used for capacity planning, opportunity studies etc.

The prediction of wind generated power is dependent on the time scale. For instance, in the case of short-term prediction, stochastic methods (persistence, autoregressive models [12] and generalized equivalent Markov model [13]) are recommended. Furthermore, other research [14] has used the Kalman filter integrated with support vector regression (SVR) to obtain a 10% prediction improvement, comparing the obtained data with Artificial Neural Network (ANN) and autoregressive (AR).

Regarding the next day prediction, which is the purpose of this paper, a consistent approach is given by using ANN for wind energy production forecasting. In the case of ANN, various algorithms are explored [15, 16]. In the presented case study, the Bayesian Regularization [17], Scalar Conjugate Gradient [18] and Levenberg–Marquardt [19] algorithms are explored. For ANN, the literature investigates the Back Propagation neural network based on Particle Swarm Optimization [20, 21].

The studies [22,23,25] reveal that a significant percentage of the energy forecasting error is given by the meteorological data input. The operational numerical weather prediction (NWP) models having relevance for wind power prediction in Europe are presented by the ANEMOS Plus project [5]. Furthermore, for meteorological forecasting, the wind speed prediction model and software (ENFOR, Forecast PRO, PredictWind) are presented in detail in [22,23,24]. The same studies reveal also that the error of these wind forecasting models, remains within 2.5% (in the case of large up-scaled German wind farms) or 15% MSE in the case of USA day-ahead forecasting and RMSE of 10% in the case of Ireland. Anyway, the forecasting accuracy of wind speed depends on time scale and resolution. In Romania, according to the official website of the National Administration for Meteorology, it uses global models (ECMWF and ARPEGE) as well as short range numerical weather prediction models (ALADIN, ALARO and COSMO) in its forecasts. According to the technical description of the Limited Area Models (LAM), the resolution varies from 2.8 km to 10 km, the forecast horizon is up to 76 hours and the sampling frequency ranges from 1 to 3 hours. The presented ANN energy forecasting models must have a sampling frequency of 1 hour. The error
types introduced by NWP are amplitude errors (the production time is correctly estimated, but the value of wind speed is underestimated or overestimated) and phase error (the value of the wind speed is accurately forecasted but the timing is not). The next chart shows the production-forecasting series for our case study, in the 10 MW wind production group, from 1st to 3rd of October 2015.

![Figure 1. Production vs. forecasting Baia 10MW in the period 1st-3rd of October 2015](image)

The computed errors of the on-site existing prediction system, provided by the Romanian company Wind Power Energy [24] for October 2015 is highlighted in the next figure.

![Figure 2. Error distribution for Baia 10MW in the period 1st-31st of October 2015](image)

The upscaling algorithms are also explored by [5,23], general design principles and case studies, being depicted, mainly for off-shore or on-shore wind farms on flat terrain. According to [5], for hilly terrain, the energy forecast has the broader error dispersion when using existing software products. The paper emphasizes in the next sections, the Baia 5 MW and the Baia 10 MW case studies, that were conducted in collaboration with the Baia operator, in order to obtain a custom tailored forecasting solution of the produced energy. The forecasting solution took into account the influence of the hilly terrain (with 22.8 m level difference) and wind deflection (caused by the front hill, the distance between turbines being under the NWP resolution), over the turbines position. In the case of Baia 10 MW, we have forecasted using the upscaling algorithm applied to Baia 5 MW, aiming to obtain a better forecast accuracy than in [24].

### 2.2 A solution for wind energy production forecasting using the ANN approach

In our research project Intelligent system for predicting, analyzing and monitoring performance indicators and business processes in the field of renewable energies (SIPAMER) a computer based information system that targets the Romanian renewable energy market is to be developed. The system integrates data gathered from renewable power plants devices into a cloud computing database on top of which a forecast and analytical model that offers support for strategic business decisions is built (Figure 3):

![Figure 3. The SIPAMER system’s components](image)

The SIPAMER system is going to be developed on Java platform with business intelligence components for analyzing and reporting activities. The forecast model aims to minimize the prediction error and load the predictions into the analytical model to support the trading activities on the energy market. In order to build a suitable forecasting component for SIPAMER, we have developed, trained, validated and tested a series of artificial neural networks based on three algorithms: Levenberg-Marquardt (LM), Bayesian Regularization (BR) and Scalar Conjugate Gradient (SCG), using the Neural Network Toolbox from the development environment MatlabR2015a. After testing the solution, we have integrated the Matlab networks into SIPAMER by generating callable functions that incorporate the neural networks functionality that were further compiled as a Java package. Thus, the system can be accessed through a Java API, classes and interfaces being built for the analytics and reporting modules. Thus, wind power plants operators will use the
web page interfaces having also export capabilities into various formats.

We have first identified the input parameters (the temperature, the absolute direction of the wind, the average wind speed) and the outputs (the wind energy production and the consumed energy) in order to develop our proposed forecasting solution. We have collected for the input and output parameters a number of 17,491 samples, obtained through direct measurements that were conducted hourly, over a two-year period (since 1st January 2013 to 31st December 2014), in a wind park located in Baia, in Tulcea County, in Romania.

The wind park where the measurements have been conducted comprises two types of turbines, Vestas V90 2MW /3MW IEC IA/IIA with a hub height of 90 meters, designed for high and medium wind sites with high turbulence. The cut-in wind speed for V90 2 MW is 4 m/s, while for V90 3 MW it is 3.5 m/s. Taking into account the fact that the 5 MW production group comprises two turbines, we had to develop the neural networks taking into account 6 input parameters (the temperature, the absolute direction of the wind and the average wind speed for each turbine).

The 17,491 data samples that we have used when developing our forecasting solution have been accurately measured using the sensors of the turbines' equipment. However, in order to forecast both the wind energy production and the consumed energy, the wind park receives only a single set of NWP forecasted weather data from the National Administration for Meteorology that we are to use as data inputs for the 2MW-WEA01 turbine. Therefore, our neural networks solution must forecast at an initial stage the weather data corresponding to the 3MW-WEA02 turbine, located at a distance of 0.5189 km from the first turbine.

For this purpose, we have first developed, trained, validated and tested three neural networks for weather forecasting. These are the following: one network for each of the algorithms being used (LM, BR, SCG), with 3 weather data sets recorded by the sensors of the first turbine, as inputs (the temperature, the absolute direction of the wind, the average wind speed) and 3 weather data sets recorded by the sensors of the second turbine as outputs.

For each of the algorithms, we have used a sequential approach, in order to determine the optimal number of neurons in the hidden layer and after having performed several experimental tests (with the number of neurons ranging from 3 to 50), we have noticed that the best results were obtained by using 15 neurons in the hidden layer.

Thus, we have developed the weather forecasting neural networks based on the architecture that has offered the best prediction accuracy: 3 neurons for the Input data, 15 in the Hidden layer, 3 in the Output layer and 3 for the Output data (Figure 4).

Figure 4. The architecture of the developed weather forecasting neural networks

In order to train, validate and test the neural networks that we have developed based on the three algorithms, we have divided the data set as follows: 70% was used for training the networks and 15% for testing purposes. The remaining 15% of data was used for the validation process in the cases of the LM and SCG algorithms, and it remained unallocated for the BR algorithm, as the validation step does not occur in the case of this algorithm.

We have decided to divide the data sets in this manner in order to obtain comparable sized data sets in all of the cases so that the final comparison of the obtained results becomes of utmost relevance. Also, this method of dividing the data sets has provided the best results for all of the developed networks. The contents of the data samples that make up each of the above-mentioned percentages were chosen randomly. We have tried to forecast the weather data by dividing beforehand the data set according to the months or seasons, thus obtaining monthly or seasonal weather forecasting neural networks, but the networks had a lower degree of prediction accuracy than a global weather forecasting neural network, obtained using the entire data set.

Comparing the performance plots corresponding to the networks (developed using the LM, BR and SCG algorithms), the error histograms and the regressions between the network targets and network outputs, we have concluded that the best results were achieved when using the weather forecasting
neural network based on the BR algorithm (NetBaia5MWBRMeteoT2) (Table 1).

This network has provided the minimum value of the Mean Square Error (MSE), the best value of the correlation coefficient R, the narrowest interval in which most of the errors fall and has also the advantage that avoids the overfitting process.

We have used the NetBaia5MWBRMeteoT2 weather forecasting neural network and we have predicted the temperature, the absolute direction of the wind, the average wind speed for the 3MW-WEA02 turbine. We have used the predicted data set in order to reconstruct the initial input data set that now contains the initial data for the first turbine and the predicted data for the second one.

Having obtained the reconstructed data set over a two-year period (since 1st January 2013 to 31st December 2014), we proceeded to the second stage of developing our forecasting solution. We have developed, trained, validated and tested 3 global energy forecasting neural networks (covering the 2-year period), based on the 3 algorithms, using the reconstructed data set as inputs and the wind energy production and the consumed energy as outputs. Through this method, we have obtained good prediction results. As we wanted to improve the obtained accuracy, we have divided the reconstructed data set into 4 smaller data sets, based on the four seasons specific to the temperate zone of Romania. We have used these seasonal data sets in order to develop 4 energy forecasting neural networks per each algorithm (LM, BR, SCG), resulting in a total number of 12 energy forecasting neural networks. By developing the seasonal solution, we have obtained improvements in the prediction results compared to the global approach, consisting in a simple energy forecasting neural network for the entire reconstructed data set.

Using an iterative testing procedure, we have determined for each of the algorithms, the appropriate number of neurons in the hidden layer. We have obtained the best results when using 12 neurons in the hidden layer. Thus, we have developed the energy forecasting neural networks based on the architecture that has offered the best results: 6 neurons for the Input data, 12 in the Hidden layer, 2 in the Output layer and 2 for the Output data (Figure 5).

![Figure 5. The architecture of the developed energy forecasting neural networks](image)

We have divided the data set used for developing, validating and testing the energy forecasting neural networks in the same manner as in the case of the weather forecasting neural networks, developed in the first stage of the solution, as this approach proved to offer the best results.

The obtained results are summarized below, where MSE represents the value of the Mean Square Error and R the value of the correlation coefficient (Table 2).

Analysing Table 2, we have observed that the obtained results are comparable and highlight a high level of accuracy when forecasting the

---

**Table 1.** The performance indicators obtained when developing the weather forecasting neural networks

<table>
<thead>
<tr>
<th>No.</th>
<th>The developed network</th>
<th>The used algorithm</th>
<th>MSE</th>
<th>R</th>
<th>The intervals in which most of the errors fall</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NetBaia5MWLMMeteoT2</td>
<td>LM</td>
<td>0.090774</td>
<td>0.88623</td>
<td>[-65.31; 67.97]</td>
</tr>
<tr>
<td>2</td>
<td>NetBaia5MWBRMeteoT2</td>
<td>BR</td>
<td>0.082041</td>
<td>0.89369</td>
<td>[-31.62; 35.16]</td>
</tr>
<tr>
<td>3</td>
<td>NetBaia5MWSCGMeteoT2</td>
<td>SCG</td>
<td>0.083352</td>
<td>0.8921</td>
<td>[-69.46; 93.48]</td>
</tr>
</tbody>
</table>

**Table 2.** The comparison between the results obtained using the LM, BR and SCG algorithms

<table>
<thead>
<tr>
<th>The prediction period</th>
<th>MSE</th>
<th>R</th>
<th>SCG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LM</td>
<td>BR</td>
<td>SCG</td>
</tr>
<tr>
<td>2 Years</td>
<td>0.060908</td>
<td>0.057898</td>
<td>0.066406</td>
</tr>
<tr>
<td>Spring</td>
<td>0.048176</td>
<td>0.036081</td>
<td>0.050792</td>
</tr>
<tr>
<td>Summer</td>
<td>0.066927</td>
<td>0.059701</td>
<td>0.059853</td>
</tr>
<tr>
<td>Autumn</td>
<td>0.073134</td>
<td>0.068371</td>
<td>0.11224</td>
</tr>
<tr>
<td>Winter</td>
<td>0.059272</td>
<td>0.055915</td>
<td>0.063179</td>
</tr>
</tbody>
</table>
wind energy production and the consumed energy. Another important remark is that in most of the cases, the best results are provided by the seasonal approach and when using the networks developed based on the BR algorithm.

In the following, we present some of the experimental results and we analyse the obtained performance. As the seasonal approach has provided improved results compared to the global one, we present one of the seasonal sets of results, which takes into account the variations and particularities of the weather, during the different periods of the year.

The summer season has been randomly chosen together with the energy forecasting neural network based on the BR algorithm. In order to analyse the performance of this neural network, we have generated several plots that represent the best training performance (and the epoch at which it has been obtained), the errors histogram and also the regressions between the network targets and network outputs.

We have first analysed the training performance of the energy forecasting neural network based on the BR algorithm, developed for the Summer season, "NetBaiaVaraBR".

In the performance plot we have represented the train and test curves for the "NetBaiaVaraBR" network. We have obtained the best training performance at the 102th epoch, when the value of MSE was 0.059701. In this case, the training and the test functions almost overlap and thus, the graphic highlights a high level of performance for this network.

A very important aspect that must be taken into account for is the overfitting phenomenon that produces large errors when new outputs are forecasted based on a new input data set. These errors occur even if the training of the network has been completed with very small errors. In this case, the network predicts very well the training set, but forecasts and generalizes very poor new input elements (Figure 6).

In order to overcome the overfitting issue and to improve the generalization process, we have implemented two solutions: the regularization and the early stopping.

The first technique, the regularization, is based on choosing a performance function as a linear combination between the sum of the squared errors and the sum of the squared weights. The second technique for improving the generalization is useful in the case of the LM and SCG algorithms and consists in partitioning the data set into three subsets for training, validation and testing purposes.

The training subset is useful for computing the gradient and for updating the network's biases and weights while the validation set helps in monitoring the error of the training process. When the training of the network begins, the validation error typically decreases along with the training set error. If the overfitting phenomenon does occur, the validation set error increases considerably. When the validation error has been increasing for a certain number of training epochs, the whole process is stopped, the local minimum of the validation error being represented by the last value recorded before these iterations. The weights and biases that correspond to the local minimum of the validation error are being returned.

The testing subset is useful for verifying that the data set has been divided correctly. The test set error is obtained and it is checked if the epoch in which it was recorded differs with a large margin from the one that corresponds to the minimum of the validation set error. We have configured the training process to stop if the mean square error has been increasing for six consecutive epochs in the case of the LM and SCG algorithms. For the BR algorithm, we have set the training process to continue until the convergence is reached. This means that the sum-squared weights, the sum-squared error and the number of parameters have become constant.

In the case of the "NetBaiaVaraBR" network, when we have verified the test and the validation curves, we have noticed that the test curve does
not increase significantly before the training curve does and thus we can conclude that an overfitting process did not occur. This fact shows an appropriate partitioning of the data sets and an efficient training of the network.

Then we have represented and analysed the error histogram for the energy forecasting neural network based on the BR algorithm, developed for the summer season (Figure 7).

![Error Histogram with 20 Bins](image)

**Figure 7.** The error histogram for the energy forecasting neural network based on the BR algorithm, developed for the Summer season.

In the histogram, we have represented the testing data through the red bars and the training data through the blue bars. This representation is useful for obtaining information about the outliers (data points that do not fit as well as the majority of data). In the analysed case, most of the errors fall between -0.2558 and 0.1779, but there are a few points whose errors fall outside this range.

The error histogram for the energy forecasting neural network based on the BR algorithm, developed for the summer season, confirms the fact that the obtained results are very good. We need to take into account the fact that our neural network forecasts two output parameters, with different orders of magnitude: the wind energy production varies between 0 and 5.007 MWh and the consumed energy varies between 0 and 0.053 MWh. The above-depicted results confirm the efficiency and usefulness of a normalization process that we have applied. This process is useful when having to forecast multiple output parameters, having different orders of magnitude. If the network has not been submitted to a normalization process, it will forecast the first output element very well, while the other output elements will be poorly forecasted. In order to overcome this problem, we have applied a normalization process by programming the 'standard' value to the normalization performance parameter of the network. As a consequence, all the errors were computed as if the values of all the output parameters were ranging in the interval [-1,1] and therefore, all the output elements were predicted with high accuracy. Afterwards, we have represented and analysed the regression plots between the network targets and network outputs, for the energy forecasting neural network based on the BR algorithm, developed for the summer season.

For the BR algorithm, we have represented three regression plots that highlight the regressions for the training, the testing and the whole data set. In these plots, the dashed lines represent an ideal, perfect fit, when the targets and the outputs coincide, while the solid line corresponds to the best linear regression. The regression plot shows that the correlation coefficient is greater than 0.95695, in all the cases (the regressions for the training, the testing and the whole data set) (Figure 8).

![Regression Plots](image)

**Figure 8.** The regressions between the network targets and network outputs for the energy forecasting neural network based on the BR algorithm, developed for the summer season.

Analysing the performance plots corresponding to the "NetBaiaVaraBR" neural network based on the BR algorithm, developed for the summer season, its error histogram and the corresponding regressions between the network targets and network outputs, we have concluded that the developed network has proved to offer a very good forecasting accuracy. This fact suits perfectly to our purpose, namely to obtain a
forecasting solution for small size wind farms located on hilly terrain in Romania, based on artificial neural networks, using as input parameters the temperature, the absolute direction of the wind, the average wind speed and as outputs, the wind energy production and the consumed energy. Analyzing all the other global or seasonal networks, we have detected the same advantages, with minor differences regarding the provided performance.

3. The Upscaling Process from 5 MW to 10 MW

The Wind Power Plant (WPP) data is analyzed using SAS Enterprise Guide. We have analyzed 17491 records of hourly measured values for several months, such as: wind speed, wind direction, temperature for each wind generator.

The correlation coefficient between wind speed and output of WPP 10 MW is 0.77 and the correlation coefficient between wind speed and output of WPP 5 MW is 0.83. The correlation coefficients between generated energy of WPP and temperature or wind direction are lower than 0.1.

Comparatively, the two sites where the WPPs are located are in the same meteorological resolution area and the maximum distance between the turbines is less than the meteorological resolution. When we compared the output of both WPPs (Table 3), we noticed similarities between the operation of WPP 5 MW and WPP 10 MW.

Analyzing the recorded data during several months, we have observed that WPPs operate 20% of the time with 50% of installed power (Pi) and 20% of the time the WPPs do not operate. Only 2.8% of the time, WPPs operate at 95% of installed power. The correlation between the output of the WPP 10 MW and the output of the WPP 5 MW is very strong (0.83632) mainly due to the location of WPPs (Figure 9).

Based on the strong correlation between the two WPPs, we proposed to forecast the output for the WPP 10 MW based on the estimated output of the WPP 5 MW. Therefore, we built a neural network with two hidden layers, the first layer with 30 neurons and the second with 20 neurons. The input data set contains records for the average wind speed for the two turbines of WPP 5 MW and for the corresponding output. Our target is to estimate the output for WPP 10 MW.

![Figure 9. Scatter plot – correlation between WPP 5 MW and WPP 10 MW](image)

After training the neural network, we have obtained a high level of performance, with a mean square error of 0.091754. Taking into account that the results have a good accuracy, we conclude that using an upscaling technique based on the data of one WPP, one can precisely forecast the output of the other WPP, because they are located in the proximity of each other.

Finally, using the same forecasted NWP, we have compared our solution to existing software [24], using the principle of comparison stated in [23], and we have obtained better results (decreasing standard error with 3.78% and lowering sample variance with 2.59%) for BAIA 5MW. In the case of

| Table 3. Hourly average output of WPPs 5MW (10 MW) |
|-----------------|-----------------|
| Mean            | 1.455076831     |
| Standard Error  | 0.011388065     |
| Median          | 0.88            |
| Standard Deviation | 1.507316958   |
| Sample Variance | 2.272004413     |
| Kurtosis        | -0.209085348    |
| Skewness        | 0.994940625     |
| Range           | 5.007           |
| Minimum         | 0               |
| Maximum         | 5.007           |
| Sum             | 25491.491       |
| Count           | 17491           |
BAIA 10MW, the prediction accuracy is slightly increased with an improvement of 0.78% regarding the MSE.

4. Conclusions

This paper presented the state of the art in wind energy production. The above-developed ANN model is part of the SIPAMER software product, designed for the wind power plant operator, in order to forecast the next day hourly energy production. Besides this feature, SIPAMER offers other various statistics and forecasts that could be used by existing operators and potential investors.

Our contribution to the state of the art consists in the improved forecasted results for small wind farms (BAIA 5MW), in comparison with the existing used software [24]. This improvement is the result of a two-step forecast technique, which best covers the situation of hilly terrain, with the wind direction changing from one turbine to another and the turbines being situated at different altitudes. Also, another contribution is the upscaling technique study case, which is slightly described in the literature.

We started from one turbine and we have forecasted the energy production for six turbines grouped into two production groups, located in hilly terrain conditions. The Romanian wind power energy market is characterised by the large number of small wind farms, most of them being located in hilly terrain.

The developed solution is also useful for the potential investors that intend to assess the potential of wind energy production in a certain geographical area that features hilly terrain.

Our proposed solution implies the costs of obtaining historical weather data for a certain area, but these costs are minor if compared to the extent of such an investment. After having being developed entirely, the SIPAMER information system will be offered for sale to the producers of renewable energy and will also be filed for a copyright registration to the Romanian Copyright Office.

The particularities for Romania derive from the dispatching and balancing system that is specific to the Romanian legislation. The reporting module of the SIPAMER information system is specific to the Romanian market and the technical prediction module can be used for any small production capacities situated on hilly terrain geographic areas.
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