1. Introduction

Pseudo-random noise generators (PRNGs) are used in engineering applications such as in built-in self-test (BIST) circuits applications and in the validation of design and manufacturing control. In data security, strength of the crypto-system depends on the quality of PRNGs. In communications, multiple equal length random keys are required in view of code division multiple access (CDMA), where the keys in CDMA should be independent (de-correlated) between them. Application specific requirements resulted in numerous approaches for PRNGs, for example, PRNG designs are available based on Coupled Mapped Lattices (CMLs) [42], Cellular Automata (CAs) [5, 27, 38], and Linear Feed Back Shift Register (LFSRs) [9, 12, 17]. CAs were suggested for potential uses in BISTs and data security applications with advantages of having low cost physical implementation and support for easy incorporation in very-large-scale integration (VLSI) architecture [5, 27].

CAs evolve in discrete space and time. Elementary CAs (ECAs) are 1-dimensional, 3-neighbourhood CAs with fixed or periodic boundary condition [38]. ECA evolutions are dependent on binary values of the CA cells and CA transition functions (total 256 rules, also known as Wolfram CA rules). The next state function (CA rule) of the \(i^{th}\) cell at time \(t+1\) is \(x_i^{t+1} = f\left(x_{i-1}^t, x_i^t, x_{i+1}^t\right)\) of the present states of \((i-1)^{th}\), \(i^{th}\) and \((i+1)^{th}\) cell at time \(t\) [27].

A CA rule is additive when it involves only XOR and XNOR logic.

A special class of ECAs always producing cycles is referred as group CA. Additive rules play an important role in generation of group CAs. Uses of group CAs as PRNGs were described in [27].

The main purpose of this article is to compare PRNGs based on CAs, LFSRs, and CMLs aiming CDMA applications and to show that a class of ECAs, Equal Length Cellular Automata (ELCAs) is well suited for CDMA applications.

The article is organized as follows: PRNGs based on LFSRs, CMLs, and CAs are compared in Section 2; Section 3 introduces the analysis of CA based PRNGs in all fixed boundary conditions; while properties related to CA based PRNGs are discoursed in Section 4. Discussion and conclusions are followed in Section 5 and Section 6 respectively.

2. Comparisons of Various Solutions for PRNGs

We review and compare several types of PRNGs based on CMLs along with fuzzy versions of CMLs, chaotic circuits, LFSRs, and CAs along with fuzzy versions of CAs (fuzzy-CAs (fCAs)).

PRNGs using CMLs were suggested for data security applications [4, 19, 31, 34, 41, 42]. CMLs were referred as real valued non-linear systems of coupled chaotic maps [42]. For
example, the discretized CMLs consisting of skew tent maps were defined as [12],
\[ z_{i+1} = \frac{(1-\varepsilon)z_i + v(z_i) + \sum_{j=0}^{L-1} v(z_{i+j})}{\varepsilon}, \quad \forall i = 0, 1, \ldots, N-1 \]  
where the number of sites is \( N \), \( z_{i,n} \in (0,1) \) present the state variable (real valued) for the site \( i \) at time \( n \) (=0,1,...), coupling constant is \( \varepsilon \in (0,1) \) with skew tent map is as [42],
\[ v(z) = \begin{cases} 0 & 0 \leq z \leq p \\ 1-p & p < z \leq 1 \end{cases} \]  
where parameter \( p \in (0,1) \).

Stream cipher generation using CMLs along with computation of largest linear correlations between consecutive key streams, which is below the safe bounds, were introduced in [42]. Equal length tent maps (ELTM) (with analogy to ELCAs) and binary tent maps (BTM) based BIST applications were presented in [34]. The BTM was defined as [34],
\[ x_{i+1} = \begin{cases} 2x_i & x_i \leq 127 \\ (2^8-1)-2(128-x_i) & x_i \geq 128 \end{cases} \]  
Stability issues and enhanced pattern formation in CMLs using fuzzy nodes towards information security were put forward in [30]. CMLs are efficient in processing of uncertainty in information. Necessary conditions for periodicity, conditions for the minimal number of iterations in simulations of CMLs, and validation of results (for both of CMLs and CMLs) were discussed in [21]. Chaos-based PRNGs were introduced in many papers, e.g., [8, 29]. The drawback for this class of PRNGs is the requirement for digitization for the uses in digital systems.

Many PRNGs for BISTs use LFSRs. Multiple-polynomial LFSRs (MP-LFSRs) based PRNGs for BISTs were established in [12]. LFSR-PRNGs aiming reduced circuitry in BISTs were demonstrated in [17]. In another design, LFSR-PRNGs with self-reseeding capacity were shown to produce longer pseudo-random sequences with minimal logic [9]. An example of LFSR-based low-cost BIST architecture with low silicon area overhead was described in [20].

CAs (specifically group CAs) were suggested as PRNGs in data security and BISTs applications [5, 7, 8, 13, 18, 27, 37]. A large number of research papers study the chaos dynamics in ECAs [2, 15, 22, 28, 39]. PRNG characteristics for the Maximum Length Group CAs (MaxCAs) were explored in details [5, 7, 8] and MaxCAs were suggested as PRNGs in BISTs [5, 13, 18] and data security applications [5, 27].

On the other hand, a novel fCA and fCA based PRNGs were recommended in [35] because, due to the continuous interval of the fuzzy output values, these behave as true random (chaotic) generators. Detailed investigations on the dynamics of fCAs were described in [1, 3, 10]. Notions of CAs and fuzzified principle of CAs including the state transitions, delay of transition and choice of a local transition function were investigated in [1]. Hierarchy for fCAs and the precise interclass relationships for the fCA-classes were described in [1]. Flocchini et al. explored system dynamics with fuzzy CA rule 90 [10]; using the fuzzified version of system dynamics they explained the reason for generation of complex patterns by crisp CA rule 90. H. Betel et al. thoroughly explored the relationship between crisp and fuzzy CAs in [3] and argued “a strong connection between them by focusing on two properties: density conservation and additivity” [3]. This is one of the reasons why we restricted the study in Section 3-5 to CAs only.

PRNGs based on the LFSRs and group CAs were compared in [18] in order to address the efficiency of the PRNGs. In [18], CAs attained higher speed and “reduced area occupancy in the silicon area” [18] compared to the LFSRs with identical characteristic polynomials. Summarized data on the PRNGs are given in Table 1.

Next, the CAs (group CAs) are explored. Combined cycles from equal lengths (nonmaximal length group CAs) and maximum length CA cycle (MaxCAs) were proposed for cryptographic uses [27]. An \( n \)-cell ECA at 3-neighborhood null boundary produces one cycle of length 1 and another cycle (MaxCA) with length of \( 2^n-1 \). Pseudo-random characteristics are observed in MaxCA cycle [5, 7, 8, 18, 27]. The cycles produced with MaxCAs at null boundary condition were comparable with the cycles produced with LFSRs [18].
ELCAs are another variant of group CAs, where produced all cycles are of equal lengths. An $n$-cell ECA at 3-neighborhood null boundary set up produces $2^n$ number of equal length cycles of length $2^n - n$, for $\forall n \geq 1$, and $\forall m=1,2,\ldots,(n-1)$ [23]. ELCAs were examined as an alternative ECA based PRNG in data security [24], and CDMA applications [25, 36]. In other researches, uses of cycles of length 8 were suggested for encryptions of gray scale images [6, 14, 40], thus potential uses of ELCAs of length 8 were argued for image encryption in [25]. In another research, Equal Length Cycle Cellular Automata (ELCCAs) were synthesized as a special case of invertible CAs and were suggested for uses in protein synthesis [11].

Additive rules were applied to the synthesis of group CAs (specifically ELCAs and MaxCAs) [23]. Dynamics of ELCAs at several fixed boundary conditions were thoroughly explored in [25] and cost efficiency associated with the design of ELCA chips were presented in [25, 36]. Hence, the dynamics of MaxCAs in fixed boundary conditions might uncover its potential in view of CDMA applications.

3. Analysis of MaxCAs at Several Fixed Boundaries

MaxCAs were examined in fixed boundary conditions. Simulation results for MaxCAs for automata size 4 are in Table 2. The notations used throughout the article are: $c_i$, for $i=1,2,\ldots,n$ represents CA cycle; arrow between two decimal number represent state transition in the cycle; $r(s)$ represents correlation coefficient at some shift $s$; and $c$ represents correlation coefficient.

Table 2. MaxCAs at several fixed boundaries scenarios for automata size 4

<table>
<thead>
<tr>
<th>Rule</th>
<th>Fixed boundary conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0_0</td>
</tr>
<tr>
<td></td>
<td>$c_1$</td>
</tr>
<tr>
<td>90,</td>
<td>0$\rightarrow$0</td>
</tr>
<tr>
<td>150,</td>
<td>$c_2$</td>
</tr>
<tr>
<td>90,</td>
<td>1$\rightarrow$3$\rightarrow$6</td>
</tr>
<tr>
<td>150,</td>
<td>$c_2$</td>
</tr>
<tr>
<td>8$\rightarrow$1$\rightarrow$43</td>
<td>6$\rightarrow$10$\rightarrow$0</td>
</tr>
<tr>
<td>10$\rightarrow$15</td>
<td>14$\rightarrow$14</td>
</tr>
</tbody>
</table>

A cycle of length 15 (MaxCA for automata size 4) was achieved at all fixed boundary conditions (refer Table 2). No identical cycles of length 15 were produced whenever the boundary conditions were changed. Only the maximum length cycle comparable to LFSRs were produced with the MaxCA cycle in 0\_0 (null) boundary. Recall that the maximum length cycle from LFSRs does not include the state 0 in it (similar for maximum length cycles with MaxCAs at 0\_0 boundary).

Simulations for MaxCAs with automata size 5, 6 and 7 at 0\_0 boundary confirm that state 0 were not present in the maximum length cycles. Hence maximum length cycle from MaxCAs similar to LFSRs were found to be dependent on the boundary conditions (null boundary).

4. Auto-correlations for the non-identical MaxCAs from automata size 5 with all fixed boundaries are shown in Figure 1.
Absolute values of the maximum and the minimum correlations coefficients for the MaxCAs from Figure 1 are in Table 3.

**Table 3. Correlation coefficients for MaxCAs with automata size 5**

<table>
<thead>
<tr>
<th>Absolute value of correlation coefficients</th>
<th>Fixed boundary conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0_0</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.329</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.008</td>
</tr>
</tbody>
</table>

For MaxCA at 0_0 boundary, the absolute value of the maximum correlation coefficient is 0.329 and the absolute value of the minimum correlation coefficient is 0.008 (see second column of Table 3). Both correlation coefficients at 0_0 boundary are low with comparison to the coefficient values of 0_1, 1_0 and 1_1 boundary in Table 3. Similar results were obtained for MaxCAs with automata size 6. Therefore, MaxCAs at 0_0 boundary is better suitable for PRNG type requirements than of MaxCAs at other fixed boundaries.

Further properties related to MaxCAs and ELCAs in view of CDMA applications are examined in Section 4.

### 4. Comparison of MaxCAs and ELCAs

MaxCAs and ELCAs for automata size 5 (odd size) and size 6 (even size) were analyzed through RUNs tests, followed by FFT spectrum and auto-correlation coefficient analysis. Hybrid ELCAs were used as they were suggested as better suitable for applications concerning randomness than of uniform ELCAs [25]. String of rules used for generating MaxCAs [5] and ELCAs are given in Table 4. RUNs tests results for MaxCAs and ELCAs are in Table 5.

**Table 4. String of rules for generation of MaxCAs and ELCAs**

<table>
<thead>
<tr>
<th>Automata Size</th>
<th>String of rules</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MaxCAs</td>
</tr>
<tr>
<td>5</td>
<td>150,150,90,90,150</td>
</tr>
<tr>
<td>6</td>
<td>90,150,90,150,90,150</td>
</tr>
</tbody>
</table>

**Table 5. Results obtained in RUNs tests**

<table>
<thead>
<tr>
<th>Automata size</th>
<th>RUNs Tests results (p-values)</th>
<th>Concatenated ELCAs at 0_0, no shift</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MaxCAs at 0_0</td>
<td>Concatenated ELCAs at 0_0, no shift</td>
</tr>
<tr>
<td>5</td>
<td>0.35965</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>0.40052</td>
<td>0.49686</td>
</tr>
</tbody>
</table>

The p-values in Table 5 were in the range, 0.025 < p < 0.975, which failed to reject the null hypothesis of randomness that the data were not random [32, 43, 44].

As suggested in [36], appropriate shifting between cycles may result in the change for degree of independency of the ELCA cycles. Thus, appropriate shifting of the cycles for ELCAs were considered in FFT spectrum analysis. Changes in the auto-correlationship were found for ELCAs for automata size 5, but no change was found for ELCAs for automata size 6. Fourier spectrums excluding the 0th frequency of FFT spectrum, both for MaxCAs and ELCAs, are given in Figure 2.

**Figure 2. FFT spectrum for ELCAs and MaxCAs.** Notice in (ii) that the spectrum produced by the ELCA is closer to the white spectrum. The spectrum of the MacCA is close to 1/f noise.
Only the FFT amplitude (power spectrum) was considered. Two are cases shown in Figure 2: i) The absolute value FFTs for ELCA (the best shift and the worst shift are in dotted lines, while continuous line represents MaxCA) for automata size 5; ii) The absolute-value FFTs for ELCA with no shift (ELCA are in dotted line and continuous line represents MaxCA) for automata size 6. A reasonable amount of randomness was supported from FFT spectrums of ELCA and MaxCA.

The use of the Euclidean distance and cycle correlations between cycles were recommended in [36] to check the degree of independency (orthogonality) between cycles. The Euclidean distance d between two ELCA cycles was defined as the minimal distance between ELCA cycles when they are arbitrarily shifted one with respect to the other. Considering two cycles of equal length \( C_{1L} = (C_{1,1}, C_{1,2}, \ldots, C_{1,k}, \ldots, C_{1,L}) \) and \( C_{2L} = (C_{2,1}, C_{2,2}, \ldots, C_{2,k}, \ldots, C_{2,L}) \); then [36],

\[
d^2(C_{1L}, C_{2L}) = \min_k \sum_{h=1}^{L} (c_{1,h} - c_{2,k+h})^2
\]  

(4)

where initial elements in \( C_{1L} \) and \( C_{2L} \) cycles are arbitrary chosen, \( k \) is shift, and by convention \( C_{2,k+h} = C_{2, \mod L(k+h)} \) (infinitely repeatable cycles) [36]. Also the (maximal) correlation of the cycles was employed for the similarity between the cycles. The maximal correlation was defined as [36],

\[
C_{xy} = \frac{\max_k \sum_{j=1}^{L} c_j c_j'}{\sqrt{\sum_{j=1}^{L} c_j^2} \sqrt{\sum_{j=1}^{L} c_j'^2}}
\]  

(5)

We applied the Equation 5 to ELCA where the max is considered over all shifts. The correlation coefficient of Equation 5 for arbitrarily concatenated ELCA (with shifts) and MaxCA are in Figure 3. Arbitrary shifting of cycles for ELCA were responsible in changes of correlations for automata size 5 at 0_0 boundary. String of rules used for generation of ELCA and MaxCA for Figure 3 were from Table 4.

For concatenated cycles c1c2 from MaxCA, the best case of the maximum absolute correlation coefficient is \( r(1) = 0.408 \) and the minimum absolute correlation coefficient is \( r(3) = 0.054 \). For ELCA with concatenated cycles c1c2c3c4 with the best shift, the best cases of the maximum absolute correlation coefficient is \( r(15) = 0.204 \) and the minimum absolute correlation coefficient is \( r(5) = 0.003 \); for the worst shift, the best cases of the maximum absolute correlation coefficient is \( r(5) = 0.320 \) and two minimum absolute correlation coefficients are \( r(1 and 2) = 0.02 \). Correlation coefficients show that two shifts for ELCA were present for automata size 5 such that, absolute value of the correlation coefficient (c) is less than 0.05, which is a low correlation, whereas only one such low valued shift was found for MaxCA.

Arbitrary shifting of cycles for ELCA for automata size 6 were not responsible in changes in the correlations. Thus ELCA shifts were not considered in Figure 4. The CA in Figure 4 use the sets of rules as in Table 4.

For concatenated cycles c1c2 from MaxCA, the best case of the maximum absolute correlation coefficient is \( r(1) = 0.366 \) and minimum absolute correlation coefficient is \( r(25) = 0.073 \). For ELCA with concatenated cycles c1c2c3c4c5c6c7c8, the best case of the maximum absolute correlation coefficient is \( r(22) = 0.230 \) and minimum absolute correlation coefficient is \( r(11) = 0.018 \). One shift for ELCA produces the absolute value of the correlation coefficient (c) less than 0.05, which is a low correlation value, whereas no such low value was found for MaxCA.

Correlation analysis confirms that ELCA have lower correlations and more number of
shifts that produce correlation values ≈0 compared to the MaxCAs. As argued in [25, 36], the number of shifts lead to correlation values close to 0 imply the number of choices as independent keys in CDMA and thus a PRNG. Therefore, ELCAs may be used as PRNG and CDMA application.

5. Discussion

Simulations and correlation analysis with MaxCAs approve that MaxCAs at 0_0 boundary is more suitable to serve as PRNG compared to the MaxCAs achieved with 0_1, 1_0 and 1_1 boundaries; MaxCAs at 0_0 boundary is only comparable to LFSRs (see Table 2 and Section 3). This result is similar to the result found in [18] who compared CA-PRNG with LFSR-PRNG.

MaxCAs in all fixed boundary conditions demonstrated that a cycle of length $2^n - 1$ is realized irrespective of the boundary conditions. Hence there is no need to consider the boundary conditions for MaxCAs whenever the aim is only a cycle of length $2^n - 1$, not the degree of randomness of the cycle. No identical MaxCA cycles were achieved with 0_0, 0_1, 1_0 and 1_1 boundary conditions (refer Table 2).

ELCAs with same rule produced identical ELCA cycles irrespective of the boundary conditions [25, 26, 36]. Generation of identical cycles irrespective of the boundary conditions were not found for the MaxCAs (see Table 2, Annex). Hence, there is no concern for the boundary values while designing ELCA chips [25, 36] and also there is no need for assigning program memory for the software implementations of ELCAs. Therefore, ELCAs are better choice over MaxCAs for a cost efficient software and hardware design [25, 36].

Low correlation values were found for the concatenated ELCAs with reference to MaxCAs. A larger number of shifts with correlation value $|c| \approx 0$ were present in ELCAs than of MaxCAs. Moreover, ELCAs generated a larger number of independent cycles (keys) than of MaxCAs. Hence, more number of choices as independent key in CDMA applications may be found with ELCAs with reference to MaxCAs.

Thus, the achieved results with ELCAs are beneficial for CDMA type applications compared to the MaxCAs.

6. Conclusions

The detailed investigation of PRNGs, specifically of PRNGs based on group CAs was carried out. It clarified aspects in the dynamics of MaxCAs and ELCAs. Analytical results found that ELCAs may be used as PRNG and are beneficial for uses in CDMA with respect to MaxCAs. Furthermore, ELCA-PRNGs may be used in BISTs, data security, and image cryptography. Concluding, further studies on group CAs may investigate the scopes in design of low cost and fast image processing applications in embedded systems as discussed in [16].
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ANNEX

Figure A1. ELCAs at 0_0 and 1_0 boundary, automata size 5 with rule 153,102,153,153,153

Figure A2. MaxCA at 0_0 boundary, automata size 5 with rule 150,150,90,90,150
Figure A3. MaxCA at 0_1 boundary, automata size 5 with rule 150,150,90,90,150

Figure A4. MaxCA at 1_0 boundary, automata size 5 with rule 150,150,90,90,150

Figure A5. MaxCA at 1_1 boundary, automata size 5 with rule 150,150,90,90,150