Comparison of SPEA2 and NSGA-II Applied to Automatic Inventory Control System Using Hypervolume Indicator
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Abstract: The optimization of multi-objective problems is an area of important research. The importance attained by this type of problems has allowed the development of multiple algorithms. To determine which multi-objective algorithm has the best performance with respect to the problem of goods flow in the inventory, in this article an experimental comparison between two of the main multi-objective evolutionary algorithms is conducted: Nondominated Sorting Genetic Algorithm II (NSGA-II) and Strength Pareto Evolutionary Algorithm 2 (SPEA2). The inventory model is optimized by taking into account two objectives: minimal cost of lost opportunities to make sales and minimal cost of used space in the inventory. The results obtained by both algorithms are compared and analysed based on hypervolume indicator that measures the volume of the dominated space.
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1. Introduction

Growing inventory management complexity is making it increasingly difficult to effectively managed inventories. The objective of inventory management is to provide uninterrupted production, sales, customer-service levels at the minimum cost. Inventory control is about generating maximum profits with minimum inventory investment, without affecting customer satisfaction levels. Due to effective inventory control, well-received products can always be delivered, going out of stock can be avoided. There has been an growing interest in solving inventory management problem. More and more works have been focusing upon inventory control systems: [23],[21],[22],[3]. Moreover, lead time uncertainty can disrupt the proper performance of such systems. Therefore, papers are also continuously dealing with uncertainty in inventory control [8], [24]. As a result of the emergence of complex inventory control systems, scientist began to use the methods of multi-criteria optimization: [25],[14],[16],[19].

Multi-objective optimization problems appear in many fields, such as engineering, economics, and logistics. In the last decade, evolutionary approaches have been the primary tools to solve real-world multi-objective problems. Multi-objective optimization algorithms allow optimization performance by taking into account multiple objectives simultaneously and searching for the set of optimal solutions that form the so-called Pareto front. Evolutionary multi-objective optimization, which applies evolutionary computation to multi-objective optimization, has attracted a great deal of attention recently [6],[20],[9],[12]. There are many varieties of multi-objective genetic algorithms (MOGA), but the best studied is the application of genetic algorithms (GA) to multi-objective optimization problem. In multi-objective optimization, the problem is to find best possible compromise solutions which cannot be improved according to one objective without deteriorating the other. Nowadays, there is a great range of algorithms and their applications in a variety of multi-objective problems. Among the multi-objective, genetic algorithms, SPEA2 [29] proposed by Zitzler and NSGA-II [7] proposed by Deb provide excellent results as compared with other multi-objective genetic algorithms proposed. These algorithms include important search mechanisms, such as preservation of good solutions discovered in the search and appropriate reduction of the possible Pareto-optimal solutions [13].

The design of quality measures for approximations of the Pareto-optimal set is of high importance not only for the performance assessment, but also for the construction of
multi-objective optimizers [30]. To evaluate and compare the set of solutions found by these optimizers, quality indicators have been developed. A popular way to measure the quality of a Pareto set is the hypervolume indicator which measures the volume of the dominated space bounded from below by a reference point [1]. The hypervolume indicator was first proposed in [31],[32] and was called as 'size of the space covered', and in other works as 'hypervolume metric' [26], ‘S-metric’ [33] and ‘Lebesgue measure’ [17],[11]. Using the hypervolume of the dominated portion of the objective space as a measure for the quality of Pareto set approximations has received more and more attention in recent years. The hypervolume indicator is one of the most popular measures for the performance assessment of multi-objective optimizers and in this context it has been subject to several investigations [28],[18],[10]. There are some studies that discuss the usage of this measure for multi-objective search [34],[15],[2] and in particular the issue of fast hypervolume calculation. Moreover, this indicator has been successfully integrated into stochastic optimizers, such as evolutionary algorithms, where it serves as a guidance criterion for searching the parameter space.

Main aim of the paper is to compare performances of two evolutionary multi-objective algorithms (SPEA2 and NSGA-II) applied to automatic inventory control system. To perform the comparison, the hypervolume indicator is calculated for sets of Pareto fronts.

2. Model for solving optimization problem

Model of an inventory control system from [4] is used as a tool to calculate the performance of optimization algorithms. The block diagram of the analysed system is shown in Fig.1.

As far as inventory systems are concerned, inventory can be represented as plant with two inputs: \( u(k) \) (supply) which increases stocks and \( d(k) \) (time-varying demand for products from the inventory) which is limited \( 0 \leq h(k) \leq d(k) \leq d_{\text{max}} \), and two outputs: \( h(k) \) (finished products delivered to customers) and \( y(k) \) (the level of stock). This model does not include returns and has a limit of maximum demand and the second output. From the logistics point of view, the inventory is a buffer of goods flow, so it accumulates delivered products. The system consists of three main parts: production, transport and storage. Time-dependent delay \( \tau_s(k) \) is associated with waiting for a mean of transport and accumulation of orders. Assuming that the delays \( \tau_p, \tau_s \) are known and function \( q(k) \) for \( k \in \mathbb{N} \) this model is a linear, non-stationary, discrete dynamical system model. The product quantity stored in the inventory at moment \( k \), called the stock, is therefore given as follows:

\[
y(k) = y(k-1) + (1-q(k))x(k-\tau_s) - h(k) \tag{1}
\]

The product quantity awaiting shipment at moment \( k \) is defined by the following relationship:

\[
x(k) = \frac{q(k-1)x(k-1) + u(k-\tau_p)}{} \tag{2}
\]

Time-varying delay is implemented in form of \( q(k) \), which is shipping rate at moment \( k \) defined as follows:

\[
q(k) = \begin{cases} 
0 & \text{- shipment} \\
1 & \text{- waiting for transport}
\end{cases} \tag{3}
\]

Inventory control system consists of Smith predictor (It is based on implementation of the model without delay and with delay) and discrete-time proportional-derivative controller (PD controller) and is described in [4]. Model of the system without delay, implemented in the Smith predictor is given in the form:

\[
\hat{y}(k) = \hat{y}(k-1) + u(k-1) - h(k) \tag{4}
\]

Discrete-time proportional-derivative controller is given in the following form:
\[ u(k) = k_2 \varepsilon(k) + k_3 (\varepsilon(k) - \varepsilon(k-1)) \]  

(5)

where:

\[ \varepsilon(k) = y_{ref}(k) - \hat{y}(k) \]  

(6)

\[ y_{ref}(k) = k_d d(k) \]  

(7)

In the system presented in fig. 1, optimization task determines the problem of finding the optimal values of the parameters \( k_i \) \( (i = 1,2,3) \).

Cost functions are presented by following relations:

\[ j_1 = \frac{1}{N} \sum_{k=0}^{N} (d(k) - h(k)) \]  

(8)

\[ j_2 = \frac{1}{N} \sum_{k=0}^{N} y(k) \]  

(9)

Time required to deliver ordered products to the inventory for \( k=0 \) is

\[ n_0 = \tau_p + \tau_d (\tau_p) + \tau \]  

and \( N \) is the length of the time horizon. The equation (8) represents cost of shortages. In turn, the expression (9) represents holding cost. These indicators are associated with financial costs. Its form is based on the physical interpretation of the problem and can be evaluated in arbitrary currency. The objective is presented as the following vector:

\[ J = [j_1, j_2] \]  

(10)

For the model and control system described in [28,29] and the quality indicator in the form of (8) – (10) the optimization problem can be defined in the following form:

\[ \min_k J \]  

(11)

### 3. Algorithms NSGA-II and SPEA2

In some areas such as engineering or economics, often have problems that require simultaneous optimization of two or more functions, in these cases, there is talk of multi-objective optimization problems. Evolutionary Algorithms have become popular as robust and effective methods for solving optimization problems. The Non-dominated Sorting Genetic Algorithm II (NSGA-II) is proving to be a robust optimization algorithm for a whole range of multi-objective problems. The non-dominated sorting segregates the population. By first finding the non-dominated solutions in the population, and marks these points as the first front. In the next step calculates the average distance between members of each front on the front itself. Parents are selected from the population by using binary tournament selection based on the rank and crowding distance. An individual is selected if the rank is smaller than the other or if crowding distance is greater than the other. Crowding distance is compared only if ranks for both individuals are the same. The selected population generates offsprings from crossover and mutation operators. The population with the current population and current offsprings is sorted again based on non-dominance and only the best individuals are selected taking into account population size. The selection is based on the rank and on the crowding distance on the last front. In a nutshell, NSGA-II algorithm has three features: it uses an elitist principle, emphasizes non-dominated solutions, uses an explicit diversity preserving mechanism [6].

### B. SPEA2

The improved Strength Pareto Evolutionary Approach (SPEA2) is chosen to perform the control system optimization resulting in the final analysis and comparison. SPEA is an extension of the Genetic Algorithm for multiple objective optimization problems. SPEA2 has an external archive consisting of the previously found non-dominated solutions. It is updated after each generation and for each solution a strength value is computed. An archive of the non-dominated set is maintained separate from the population of candidate solutions used in the evolutionary process, providing a form of elitism. Due to potential weaknesses of SPEA, the improved version – SPEA2 has better fitness assignment scheme, more precise guidance of the search and a new archive truncation methods. To avoid situations where population members dominated by the same members of the archive have the
same fitness value, SPEA2 takes into account both the number of dominating and dominated solutions in computing the raw fitness of a solution. The objective of the algorithm is to locate and maintain a front of non-dominated solutions – set of Pareto optimal solutions. This is achieved by using evolutionary process to explore the search space, and a selection process that uses a combination of the degree to which a candidate solution is dominated and an estimation of density of the Pareto front as an assigned fitness.

An archive of the non-dominated set is kept separate from the population of candidate solutions used in the evolutionary process, which represents a kind of elitism. [29].

4. Simulation and results

In this section the results of computer simulations and an experimental comparison between two algorithms: SPEA2 and NSGA-II for multi-objective optimization is presented. To evaluate the performance of the algorithms, we use hypervolume indicator with reference point whose value was estimated on the basis of the spread of points on all Pareto fronts and equal: \( r = [350 \ 25000] \). The reference point is placed in such a way as to be dominated by most members of the sets to be investigated. Initial conditions of SPEA2 and NSGA-II are presented in the table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>SPEA2 and NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of generations</td>
<td>[1,400]</td>
</tr>
<tr>
<td>Population size</td>
<td>5,10,20,40,80</td>
</tr>
<tr>
<td>Mutation probability</td>
<td>0.4</td>
</tr>
<tr>
<td>Crossover probability</td>
<td>0.7</td>
</tr>
<tr>
<td>Mutation rate</td>
<td>0.02</td>
</tr>
</tbody>
</table>

The structure of the control system in fig. 1 is applied as an optimization model with production delay and shipping delay: \( \tau_p = \tau_s = 8 \), time horizon: \( N=1000 \) days and the sampling period: 1 day. Time-varying market demand function \( d(k) \) shown in fig. 2 is taken as an input signal to the inventory system.

Results for SPEA2 are marked by red line and for NSGA-II by blue line. On the basis of the results we try to evaluate: which algorithm has better performance for the proposed model of inventory control system.

First, HYP is calculated for each of the 100 iterations of algorithms. Results are presented in fig 2 and 3. The hypervolume metric assesses the area that is between a chosen reference point (corner to a hypercube), and the Pareto surface which limits the hypercube. The hypervolume indicator assesses not only the proximity to the true Pareto front, but also the diversity of solutions obtained across the set, especially at the edges. The higher value of hypervolume indicator, the better Pareto set.

The hypervolume indicator vs. iterations for population size: 10.

It can be seen from fig. 2 and 3 that hypervolume value (HYP) is increasing with the increase of the iteration for both algorithms. However, according to fig. 2 SPEA2 has the
advantage over NSGA-II to about 75 iteration because achieves higher values of HYP.

Interesting observation is that HYP is always lower for NSGA-II at first, but later becomes higher. SPEA2 hold almost the same HYP from iteration number 25, but NSGA-II increases it slowly and hold the highest value from iteration number 75 to 100 so at the last iteration has the best result. SPEA2 has the better ability to fast finding good Pareto set, however it quickly loses diversity of founded solutions for small number of iterations and in the last iteration has worse solutions than NSGA-II.

One the other hand, for situation in which the number of individuals in population is 8-fold higher, as in fig. 4, SPEA2 achieves higher value of the HYP for all iterations and also has the ability to quickly find the Pareto front with the high value of HYP. For example, starting from about 20 iteration SPEA2 reaches almost the same value (0.96) as in the last iteration, and what is more, it is higher about 4 times than for NSGA-II (0.22). The results show clearly that SPEA2 outperforms NSGA-II in every iteration when the population size is higher. The hypervolume shows the speed of the convergence of the algorithms so SPEA2 converges faster to a better Pareto front approximation and obtains very good results quickly while NSGA-II require more time to reach the same quality of Pareto set.

Influence of the population size can be seen also in fig 4 and 5. Several simulations were performed in order to investigate the influence of the population size as well as the maximum number of generations converging towards the Pareto-optimal front. In fig. 4 and 5, the outcomes of each iterations for NSGA-II and SPEA2 are visualized in 3D space. For small number of population better performance has SPEA2 and is able to find Pareto-optimal set regarding the small population size. NSGA-II for small population has HYP close to zero, when SPEA2 is able to reach significantly higher HYP values.

As can be seen on fig 5, SPEA2 keeps the local minimum, and needs about 70 iterations to reach the highest values of HYP. What is more, SPEA2 has even the highest HYP for small number of iterations (smaller than 10) when population size is higher than 40.

On the other hand, fig. 6 shows that NSGA-II is not able to achieve as good performance as SPEA2 for small number of iterations even for large population size (about 80). NSGA-II has the best results for both large population (more
than 40 individuals) and high number of iterations (over 40). Furthermore, what is interesting is that HYP of NSGA-II equals almost 0 HYP for population of 5 individuals, despite of increasing number of iterations when SPEA2 at the same scenario has significantly higher HYP.

Figure 7. Hypervolume indicator: 1 to 400 iterations for population size: 40.

Fig 7 indicates that both algorithms show comparable results in target of the presented optimization task. The difference in search ability is significantly visible between SPEA2 and NSGA-II maybe because of the fact that congestion is considered in binary tournament selection in NSGA-II mating selection. In tournament selection in NSGA-II, when the fitness values of two individuals being compared are equal, the individual with lower congestion is selected. Therefore, it can produce a more uniformly distributed population than SPEA2 [27].

Figure 8. Pareto Fronts for SPEA2 which show case with a sharp decline in the value of the hypervolume indicator from fig. 7.

Although the differences in performance appear large when population size is small, as fig. 5 and 6 show, the difference is no so distinct when it comes to larger population and higher number of iterations, as fig. 7 shows. In the next step, impact studies were conducted with a higher number of iterations. In this way, significant difference between algorithms can be seen in fig. 7. It can be seen that SPEA2 has a tendency to decrease HYP and it fluctuates up and down visibly for certain iterations. To look more closely at the reasons for the behavior of SPEA2, Pareto fronts in fig. 8 are presented.

As can be seen, SPEA2 removes solution close to the point of origin to expand range of solution set in iteration 131. This behavior is caused by a nearest neighbor density estimation technique which increases diversity.

5. Conclusions

In this paper, we have performed an experimental comparison between two algorithms for multi-objective optimization: SPEA2 and NSGA-II. Comparison was based on hypervolume indicator borrowed from the literature. It has been found that for the automatic inventory control system, SPEA2 outperforms NSGA-II for considered scenarios. SPEA2 is better than the NSGA-II when population size and number of iterations is small. Obviously, small populations do not provide enough diversity among the individuals. Increasing the population size, however, does not automatically cause an increase in performance, as can be observed in performance of NSGA-II for small iteration number. SPEA2 is able to faster finding the best Pareto front, but quality of this Pareto front mostly depends on number of iterations. Although, when number of iterations and individuals is high, performances of both algorithms are similar. These observation suggest that SPEA2 and NSGA-II are effective algorithms for presented kind of problem.
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