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1. Introduction

Video processing and understanding is one of 
the most active research topics in the field of 
image processing and computer vision. Target 
object tracking in video is one of the major 
tasks in video analysis. It remains an open and 
challenging research problem even after several 
years of research in this field. There are several 
applications of target object tracking including 
human activity recognition (Alahi et. al, 2017), 
visual robot control (Ak et. al, 2018), vehicle 
navigation (Lee et. Al, 2012), event detection and 
video retrieval (Liu et. al, 2008), face detection 
(Vrejoiu, 2017). Great challenges still exist in 
increasing the robustness of the proposed trackers 
especially when both extrinsic and intrinsic 
factors producing modifications of the target 
object appearance exist. Extrinsic factors are 
illumination changes, partial and full occlusions, 
dynamic background clutter and motion blur, 
whereas, common intrinsic factors include pose, 
appearance and scale variations. 

The proposed method aims to track an arbitrary 
object for which only its initial position in the first 
frame is known. The target present in this paper 
is represented by the development of a robust 
method of updating the position of an object 
based on an adaptive appearance model which 
is able to manipulate important intrinsic and 

extrinsic factors with acceptable deviation of the 
target. The proposed tracker uses the interest point 
(IP) flexibility and the discriminative learning 
paradigm robustness. It represents the target object 
by using a set of interest points described using 
Haar like features ([17], [6]) and extracted from 
small image patches surrounding it. To localize 
correctly the target object in any frame in the 
sequence, IPs are-obtained-from a predefined-
search patch in the current frame.

The rest of the paper is organized as follows. 
In section 2, related work to robust trackers is 
presented. The section 3 is dedicated to briefly 
describe the adaptive appearance models based 
on object tracking. In Section 4, the tracking 
algorithm is introduced. The experimental results 
of the proposed method on a set of challenging 
video sequences are exposed in section 5. Finally, 
a conclusion is given in Section 6.

2. Related Works

Many online tracking methods have been 
developed by making use of generative or 
discriminative models. Generative tracking 
methods typically search the target object with 
minimal reconstruction errors in the image region 
by modelling it. Black et al. [9] developed a 
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method using an off-line subspace learning model 
to characterize the target object. The mean shift 
method realizes the object tracking in two steps 
[13]. The first one consists of using nonparametric 
distributions features for object description such 
as color distribution, whereas the second is the 
location object search using mean shift method. 
To be more robust, a Continuous Adaptive Mean 
Shift (CAMS) [10] can overcome the problem of 
color distribution changing by varying the size 
of the search window and updating the color 
distributions at each frame. The Frag tracker 
[1] uses histograms of local patches to model 
appearance of the object. It overcomes several 
difficulties, which is lost in traditional histogram-
based algorithms, (e.g. mean shift). First, by 
robustly combining multiple patch votes, partially 
occluded objects or pose changes are handled. 
Second, the color spatial distribution of pixels 
which is lost in traditional histogram-based 
algorithms is considered due to the geometric 
relations between patches. The Incremental Visual 
Tracker IVT [25] adapts appearance variations 
using an incremental subspace model. It learns 
incrementally a low dimensional subspace 
representation, and efficiently adapts online the 
appearance changes in the target object. Kwon et 
al. [19] use sparse principal component analysis 
(SPCA) of a template feature set to construct 
multiple observation models. Each observation 
model represents a particular object’s appearance.  
Most of the described methods use holistic 
representations for the description of the objects 
and therefore do not manipulate occlusions 
correctly. Also, their performances decrease when 
the background is cluttered.

Discriminative techniques formulate the tracking 
problem as a binary classification problem in order 
to separate the target object from the background. 
This separation was done by Grabner et al. [17] 
and Babenko et al. [6] using online learning. 
On the other hand, Avidan [5], Collins et Liu 
[12] and Grabner et al, [16] describe the target 
object using a set of features. To develop a robust 
tracking method, Avidan [5] combines a set of 
weak classifiers to obtain a strong one. In [12], 
Collins et al. separate the target object from the 
background by an online discriminative features 
learning. Grabner et al. [16] introduce an online 

boosting algorithm to update discriminative 
features. Babenko et al. [6] consider examples 
within positive and negative bags by developing 
Multiple Instance Learning “MIL” into online 
object tracking.

As it is commonly known, an ideal tracking 
process depends on three elements: the first one 
is an appearance model, which can refine the 
tracking of objects by finding the most likelihood 
location of the appearance model. The second 
one is a motion model, that links the locations of 
the object over time, and the final one is a search 
strategy to get the most probable location in the 
actual frame.

3. Object Tracking Based on 
Adaptive Appearance Models 

Adaptive appearance modelling methods have 
been developed to effectively address actual 
challenges of object tracking. These approaches 
are based on the appearance models structure. 
They only model the target [25] or both the target 
and the background ([4], [21], [22], [28]). Better 
results were obtained using these methods that 
isolate the object from the background through a 
discriminative classifier.

These methods extract the neighbourhood around 
the tracker location for negatives samples and 
consider the current location as one positive 
sample to update the classifier. Bad prediction 
of object location can decrease progressively 
the model update performances and cause 
false detection. Further, sampling multiple 
examples from a small neighbourhood around 
the current tracker location as positive samples 
leads to confusion in the appearance model and 
deterioration in its discriminative strength.

To avoid confusion that causes problems for 
supervised classic learning approaches, Babenko 
et al [6] involve Multiple Instance Learning (MIL) 
[14] method for object tracking, analogous to Viola 
et al. [26] for object detection. In MIL, the form 
of training data is{ }

1 1
( , ), ....., ( , )

n n
X y X y  where a bag 

{ }
1
, .....,

i i im
X x x= and yi is a binary bag vector. The bag 
vectors are set using the following measure (1).

( ), maxi i jj
y y=

                                                  
(1)
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where yi,j are the instance labels. In other words, 
a bag is considered as positive one if it includes 
at least one positive instance. To train a boosting 
classifier that enlarges the log likelihood of bags 
as mentioned in (2), the MIL Boost approach 
based on the gradient boosting framework is used.

(log( ( )))i i
i

S p y X= ∑
                                       

(2)

The following terms used in on-line boosting 
algorithm are briefly defined:

Weak classifier: A weak classifier achieves 
slightly better results than random guessing. The 
hypothesis fweak is a feature generated by applying 
a defined learning algorithm. 

Selector: A selector pick out exactly one of M 
weak classifiers with hypothesis: F weak={f1

weak 
,..,fM

weak}

( ) ( )sel weak
nf x f x=                                          (3)

where n is selected depending on the estimated 
error ej of each weak classifier weak weak

jf F∈  such 
that ( )}{arg min j jn e= .

Strong classifier: A strong classifier is obtained 
by a linear combination of selectors as mentioned 
in (4) and (5)

( ) ( ( ))strongF x sign conf x=                                (4)

1
( ) . ( )

N
weak

n n
n

conf x f xα
=

=∑
                                 

(5)

4. Proposed Tracker

The proposed tracker is developed as a detection 
method. Two steps are used for this detection. The 
first one is feature detection and the second one is 
the online boosting.

Detected features are usually related to locations 
of IPs which are particular image pixels. These 
pixels are less sensitive to several deformations 
and various noises than other pixels of the image. 

Online boosting uses the tracking window in the 
current frame. Positive patches which are close 
to the current target object and the negative 
patches which are far away from the object 
center are extracted to update the classifier result. 

To estimate the object’s location in the next 
frame, small patches [5x5] are extracted around 
these points and the Haar like features [26] is 
computed within these patches to generate weak 
hypotheses. The detected patch is the one with the 
best classification score. Combining both online 
boosting and feature detection, a robust tracking 
algorithm was obtained. 

4.1 Feature Detection

To detect features that are used in the proposed 
online boosting, the Noble corner detector was 
applied based on background suppression and 
imposing spatial constraints [15].

Complex scenes are characterized with highly 
textured background. That led to undesirable space 
interest points. In order to get only the efficient set 
of interest points, the surround suppression mask 
(SSM) is applied on each pixel, and then the effect 
of its neighbourhoods is computed.

After that, an inhibition term is calculated for each 
point Cσ(Ix,Iy) according to equation (6), where 
w and z are defined as the horizontal and vertical 
gradient of the SSM. ( )IxσΘ  and ,( )w zIxσΘ  are the 
gradients at ( , )x yX I I≡  and , ( , )w z x yX I w I z≡ − −  
points respectively. σ is the scale level of the 
gradient function.

( ) ( )( ), , ,( , ) cosw z w zX X X Xσ σ σΘ∆ = Θ −Θ
         

(6)

The relation (7) is used to control the strength of 
the surround suppression. SIPs number relies on 
the rate α. Then, non-maxima suppression is used 
to get the final group of interest points from the 
Cα, σ.

( ), ( ) ( ) ( )C X E C X l Xα σ α αα= − ×                         (7)

k   k 0
( )

0    k< 0
if

E k
if

≥
= 
                                             

(8)

( ) ( ) ( ), , ,,a w z w zl X C X × X X dwdzσ σΘΩ
= ∆∫∫         

(9)

where lα is a suppression term and Ω is the  
image domain. 

As mentioned in [11], after suppressing 
background interest points, the local constraint is 
applied using the surround suppression mask and 
non-maxima suppression.
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4.2 Features Description

After interest points detection, small patches [5x5] 
are extracted around these points and the Haar like 
feature [26] is computed within these patches to 
generate weak hypotheses. The feature value is 
then a weighted sum of the pixels, an integral 
image is used in order to make the computation 
of Haar like feature easy and efficient. 

4.3 Classifier Update

Each weak classifier, used in the present approach, 
contains a set of Haar like features f=(f1, f2, ……., 
fn) computed around interest points and four 
parameters (µ1, σ1, µ0, σ0) representing the average 
and the standard deviation. The feature proposed 
in this paper is modelled as mentioned in [6].

1

1

1

( 1) ( 1)
( ) log

( 0) ( 0)

( 1)
log

( 0)

n
ii

k n
ii

n
i

i i

p f y p y
GC x

p f y p y

p f y
p f y

=

=

=

 = =
 =
 = = 

 =
=   = 

∏
∏

∑
       

(10)

The uniform prior ( 1) ( 0)p y p y= = = is 
considered, where y is a binary parameter. 
Receiving new input, the weak classifier is 
updated using these two measures (11) and (12).

1 1
1

1 (1 ) ( )
i

ik
i y

f x
n

µ γµ γ
=

← + − ∑
                      

(11)

2
1 1 1

1

1(1 ) ( ( ) )
i

ik
i y

f x
n

σ γσ γ µ
=

← + − −∑
         

(12)

where 0 1γ< <  is a learning parameter. The update 
rules for µ0 and σ0 are similarly defined.

The proposed tracking algorithm is described 
below. In addition, Figure 1 illustrates the 
framework of the proposed tracker.

Algorithm 1 : Proposed Tracking Algorithm

1.	 Input: Initialize tracking window location
2.	 Extract a set of image samples :

                    Eτ  = {k ||l(k)−lt−1|| < τ} 

where lt−1 is the object location at the frame 
number (t-1). 
3.	 Get the interest points found within object 

window using improved selective interest 
point detector in order to extract the features.

4.	 Locate the target object which is based on 
local maximal classifier response obtained 
from GC classifier to each feature vector f

5.	 Extract two sets of image samples   

             Pα = {k|  ||l(k)−lt|| <α } and 

         Pζ,β = {k| ζ< ||l(k)−lt|| < β} with α < ζ < β .
6.	 Pick out the features with the obtained two-

sets of patches and--update--the--classifier 
criterion according to (11) and (12).

5. Experiments 

5.1 Experimental Setup

The proposed approach is implemented using 
MATLAB. It is evaluated on various publicly 
available video sequences relative to diverse 
challenges such as: pose, scale and illumination, 
occlusion, background clutters and motion 
blur. Table 1 illustrates the sequences used for 
evaluation and the challenges of every one.

To extract the positive patches, a search radius 
is defined with a value α = 4. The internal and 
external radius of the set Xζ,β that produces 
negative patches are fixed to ζ = 8 and β = 30. To 
detect the location of target object, the value of the 
search radius is fixed at τ = 10. γ is the learning 
parameter and is set to 0.85 and the projected 
space dimension is set to n=50. To detect IPs, an 
improved selective corner detector is used.

Figure 1.  Framework of the proposed approach (image sample taken from TB 50 dataset)
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Since the number of IPs are normally proportional 
to the target object size, the IP detector parameters 
is set with a standard deviation value σ = 0.5 and 
a threshold th = 1 depending exclusively on the 
size of the target object.

5.2 Evaluation Criteria

In order to evaluate the proposed approach 
accurately in opposition to state-of-the-art 
recent proposed approaches, the success and 
precision rates are used as quantitative results. 
In addition, the tracking algorithms robustness 
is also evaluated.

5.2.1 Precision Plot

The center location error is one of the most 
used evaluation metrics to quantify the tracking 
precision. It is computed as the average Euclidean 
distance between the true position of the center 
locations and the position estimated by the 
tracking algorithm. The overall precision is 
obtained by measuring the average center location 
error for all the frames of one sequence. However, 
this error measure may not measure the tracking 
precision correctly when the tracker loses the 
target and the output location can be random 
[7]. To be always significant, the precision plot 
is measured only for the estimated locations that 
aren’t far from the true center location with a 
threshold = 20 pixels ([7], [18]). 

5.2.2 Success Plot

Another evaluation metric is computed by 
measuring the overlap score between the estimated 
tracking bounding box and the ground truth one. 
Considering Bt as the resulting tracking bounding 
box and Bg as the ground truth bounding box, 
the overlap score OS is computed according to 
equation 13.

t g

t g

B B
OS

B B
=



                                                  
(13)

where   and   are the intersection and union of 
two bounding boxes respectively, and |·| denotes 
the number of pixels in each region. OS is then 
compared to a threshold varying between 0 and 1 
and the number of successful frames is computed 

when the OS is higher than the threshold. It is 
unfair to represent the tracker performance 
correctly, only by using the success rate value. 
Thus, the Area Under Curve (AUC) is computed 
for each success plot and then the tracking 
algorithms can be easily ranked according to 
AUC values.

5.2.3 Robustness Evaluation  

Wu et al.  proposed in [26] a new measurement 
for robustness evaluation. These measures are 
referred as temporal robustness evaluation 
(TRE) and spatial robustness evaluation (SRE) 
respectively. Previously the tracking robustness 
was tested according to a one-pass evaluation 
(OPE) with only one initialization position from 
the ground truth. TRE is obtained by varying the 
initialization temporally and SRE is obtained by 
varying the initialization spatially.

5.3 Benchmark Dataset

To appraise the proposed approach, the 
benchmark dataset TB 50 [29] has been utilized. 
The evaluation metrics presented in the previous 
subsection have been used in order to compare the 
algorithm proposed in this paper to other trackers. 
This dataset contains 50 video sequences. Each 
video sequence is annotated with one or more 
various attributes for better evaluation of the 
trackers robustness. The proposed tracker has 
been compared with model update trackers (Frag 
[1], MIL [6], OAB [16], SemiBoost [17]).

From the benchmark dataset, 8 video sequences 
presenting different types of challenges has 
been chosen.

Tiger1: This video contains many challenges 
such as illumination variation, occlusion and out 
of plane rotations. The proposed approach obtains 
the best results as presented in Figure 2 (a).

Coke: The coke sequence presents a brilliant 
object, which involves some difficulty. In Figure 
2 (b), the proposed algorithm tracks correctly the 
brilliant object compared the other methods. 

Crossing: This video includes the following 
changes: Out-of-Plane Rotation Scale Variation 
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and Fast Motion. Adapting the SRE metric, 
the proposed algorithm shows better results 
as illustrated in Figure 2 (c) than other model 
update trackers.

MotorRolling: It includes some challenges such 
as illumination, scale, background and motion 
effects (Figure  3 (a)). The proposed approach 
outperforms the others. 

Deer: This video shows the lack of Frag (Figure 3 
(b)), OAB and MILtrack e.g frame #12, frame #26 
and  frame #34  and the robustness of the proposed 
approach to Background Clutters.

Matrix: In this sequence (Figure  3 (c)), the 
purpose is to track an object that varies in 

Illumination and Scale and presents occlusion 
and background clutters.

Jogging: In this video, the target object is 
fully occluded. In frame #86 in Figure 3 (d) 
the proposed tracker fails because the object of 
interest is covered.

Dog1: In this video, the challenging aspect 
is represented by the scale variation, in plane 
rotation and out of plane rotation. As presented 
in Figure 3 (e), the proposed tracker tracks the 
target object well. 

Table 1 illustrates the details of the challenges 
encountered in each sequence.

(a)

(b)

(c)

−− Frag −− SemiBoost −− OAB −− The proposed approach

Figure 2. Tracking Object Location: Snapshots of tracking results, using SRE evaluation metric and  
presenting instances of pose, scale and illumination change, occluding, background clutter and motion blur
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(a)

(b)

(c)

(d)

 
(e)

−− Frag −− SemiBoost −− OAB −− MILTrack −− The proposed approach

Figure 3. Tracking Object Location: Snapshots of tracking results, using TRE evaluation metric and presenting 
instances of out-of-plane, rotation, occluding clutter, scale and illumination change

Table 1. Challenging aspects In The Experimented Clip Sequences

Video 
sequences

Number of 
frames

Pose 
Change

Scale 
Change

Illumination 
Change Occlusion Background 

Clutters
Motion 

Blur
Tiger1 354 • • • •
Coke 291 • • •
Crossing 120 • • •
MotorRolling 164 • • • •
Deer 71 •
Matrix 100 • • • •
Jogging 108 • •
Dog1 1350 •

The corresponding tracking challenge is included - •
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5.4 Comparison to the State of the Art

As it was previously described, the algorithm 
proposed in this paper is distinct from other 
trackers. First, it is different from the IP tracker 
[27] that uses generative approach and encodes 
target location by sparse representation. Second, 
the proposed approach uses a linear combination 
of generalized Haar-like features extracted around 
interest points  but these trackers ([7], [11]) adopt 
the full templates for sparse representation and 
[28] use random measurement matrix which are 
more sensitive to occlusion.

In this approach, computation of features around 
each interest point makes the proposed tracker 
more robust to handle with deformations like 
rotation, scaling, illumination and partial occlusion.

Analogous representations, e.g. local binary patterns 
[29] and generalized Haar-like features [6], have 
proved to be more effective in handling occlusion. 

Success plots of SRE and TRE in Figure 4 show 
that the proposed method outperforms the state of 

the art methods (Frag, SemiBoost, OAB and MIL 
Track) when varying the overlap threshold. The 
AUC values have been measured and the proposed 
approach has reached 0,534 for SRE and 0,508 
for TRE.

6. Conclusion 

This work proposed a novel robust interest point-
based tracker using an adaptive appearance model 
of a tracking system. The combination of both 
interest point and appearance model leads to a 
robust tracker. The performance of the proposed 
approach has been benchmarked with diverse 
publicly available video clips for evaluating 
its effectiveness when confronted with various 
challenges including pose, scale and illumination 
variation, occlusions, background clutter and 
motion blur. In a further work, the extension 
of this robust tracker will be sought in order to 
make it able to handle other tracking tasks such 
as tracking multiple objects and tracking contours. 
Also, an attempt will be made in order to apply it 
for detecting and tracking video salient objects.

Figure 4. Success plot of SRE and TRE for different trackers facing the overlap threshold
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