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1. Introduction

With the development of unmanned driving 
technology and automation technology, 
engineering machines modified by the related 
technologies are widely applied in engineering. 
For a new built road, a long line marking task is 
needed. In the task, labor intensity is extremely 
high. In order to increase the efficiency of making 
a line and reduce labor intensity, an unmanned 
driving technology is applied to line marking 
machines. Before a line marking task, a white line, 
named GL, is draw on the road by workers, along 
which a line is marked by using a hand-push line 
marking machine. In this paper, a machine vision 
algorithm is used to detect the GL and obtain a 
relative position between the GL and the ULMM. 

Then a self-optimizing controller is designed to 
control the ULMM, which is shown in Figure 1.

Some advanced vision-based navigation algorithms 
are so complex that they hardly meet real-time 
requirements. Many algorithms only consider 
a value of an individual pixel. However, it is 
necessary for making full adventure of foreground 
and background information of the GL. 

The mechanical structure of the ULMM is highly 
complex, and its accurate model is difficult to 
build. Thus, it is difficult to design a controller 
by using model-based methods. Moreover, it is 
challenging to obtain accurate global positions 
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of the ULMM. For the above problems, a vision-
navigation based control algorithm is proposed 
as follows:

1.	 A GL detection algorithm is presented 
based on Haar-like features. In the method, 
an improved Haar-like template is built to 
describe a GL straight-line characteristic. 
Then, based on a sigmoid function, a nonlinear 
map is given to stretch the characteristics, 
then the SVM is used to recognize the 
extracted Haar-like features; 

2.	 An online self-optimizing non-linear 
controller is put forward. The controller 
consists of a predictive controller, a nonlinear 
PD controller, and online learning rules. The 
learning rules are used to optimize parameters 
of the nonlinear PD controller.

The remainder of this paper is structured 
as follows. The related works about vision 
navigation and control of vehicle are presented 
in section 2. Section 3 proposes the guide line 
detection algorithm, and section 4 proposes GL 
tracking control of the ULMM. The experiments 
are designed in section 5 and the conclusion is 
provided in section 6.

2. Related Works

Accurate navigation is an important factor which 
affects the straightness of a line marking. Based 
on high-precision navigation information, the 
ULMM meets the requirements of a line marking 
work. In recent years, as significant development 
of an on-board embedded controller, a navigation 
technology based on machine vision, has been 
widely used (Gruyer, Belaroussi & Revilloud, 
2016; Ilci & Toth, 2020). In a road construction 
site, there is obvious distinction between the road 
surface and the GL. And other obvious navigation 
methods are scarce. Thus, a machine-vision based 
navigation strategy is used to detect the GL to 
provide accurate navigation information for 
the ULMM. However, vision-based navigation 
algorithms are easily affected by lighting, 
environment and other factors (Zhu, Meurer & 
Günther, 2022). Therefore, in order to improve 
accuracy of GL detection, many researchers have 
carried out related works. Jingmei et al. (2020) 
aimed at illumination influence in vehicle vision 
navigation, and optimized SURF feature points 
by using an image gradient. Thus, the matching 
accuracy was improved. Luo et al. (2019) 

applied Haar features and wavelet transforms in a 
navigation algorithm of unmanned aerial vehicles. 
Li, Wang & Liu (2019) proposed a method of a 
3D autonomous navigation line extraction based 
on a binocular-vision system. It reinforced 
shadow identification and information fusion, 
and the road area was better distinguished from its 
surroundings. Jia, Chen & Zhang (2017) studied a 
detection method of a road with shadows. It was 
fused with an original image to obtain more details 
in dark and bright regions. It was concluded that 
environment effect elimination and target feature 
extraction were important research topics.

Another factor affecting line marking work is 
accuracy of the ULMM control system. Control 
algorithms of unmanned vehicles mainly include 
model-based control methods and model-free 
control methods, and many model-based control 
methods are used for unmanned driving, e.g., 
linear quadratic regulator (Park & Kang, 2021), 
model predictive control (Elsisi & Ebrahim, 
2021), sliding mode control (Dai et al., 2021), 
robust control (Hang et al., 2021) and observer-
based methods (Rodríguez et al., 2021), etc. 
However, an accurate vehicle model is needed 
if the model-based control algorithm is used for 
control of the ULMM. But the ULMM is a non-
standard engineering machine, and its mechanical 
structure is quite different from common vehicles. 
It is difficult to build an accurate ULMM model. 
Therefore, model-free control methods, e.g., PID 
(Chu et al., 2022; Liu et al., 2022) and fuzzy 
control (Silva et al., 2022), were often used for 
special engineering vehicles. The advantages 
and disadvantages of these algorithms were 
very obvious. The PID method was simple, and 
it was widely used in various control systems 
(Carlucho et al., 2020; Onat, 2019). However, 
control performance was impacted by its 
parameters (Wang, Tan & Cui, 2021). The Fuzzy 
control method was a model-free and nonlinear 
control method, and it was used for the control of 
nonlinear, time-varying and time-delay systems 
(Liu et al., 2019). However, it was difficult to 
design fuzzy inference rules.

Considering tuning controller parameters, offline-
optimization algorithms based on intelligent 
algorithms and online self-tuning methods were 
widely attended. Gao et al. (2021) proposed a 
parallel optimization algorithm based on the 
PSO and the GA to tune parameters of a PID 
controller. Although it successfully obtained 
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a local optimal value and better parameters, its 
real-time performance needs to be improved. 
Chiou et al. (2012) combined the PSO with 
Q-learning to tune parameters and fuzzy set 
partition of a fuzzy PID controller. This method 
reduced the number of algorithm iterations, and 
avoided local optima. Naranjo, Serradilla & 
Nashashibi (2020) combined stable time, steady 
state errors and numbers of signal sign change to 
improve performance of intelligent optimization 
algorithms. Tran, Chiou & Dang (2020) used the 
PSO and a method of evolutionary programming 
to tune parameters of a fuzzy PID controller. 
The response speed of the control system was 
improved, and its overshoot was limited. Although 
intelligent optimization algorithms have been used 
to tune controller parameters and better control 
performance has been achieved, they often take a 
lot of time to optimize the parameters. It is difficult 
to apply them to real-time adjustment of controller 
parameters. Moreover, an accurate vehicle model 
will be needed if parameters of a controller are 
tuned. And if a vehicle status changes, the pre-set 
parameters are not suitable for the current vehicle 
control system.

Therefore, some researchers focused on studying 
online self-learning of controller parameters. 
Verma & Padhy (2019) considered the factors 
which affected the robustness of a control system, 
e.g., modeling errors and parameter uncertainty, 
and designed a new univariate tuning method 
to improve the performance of a controller. An 
online-tuning method was introduced for PID 
gains (Kimura et al., 2018), and it was used for 
speed control of a humanoid robot. For issues of 
inaccurate system models and poor PID control 
performance, Yu et al. (2021) proposed a method 
of adaptive model-free soft actor-critic PID control 
based on reinforcement learning. It was applied 
in automatic control of mobile robots, and the 
robustness of the control system was improved. 
Furthermore, deep reinforcement learning was 
used to tune PID parameters (Lawrence et al., 
2022). The idea was improved by using a fuzzy 
logic method (Sarabakha & Kayacan, 2019) and 
the tracking performance of a nonlinear system 
was improved. The online self-optimizing 
controller has better adaptability than that with 
offline optimization parameters. It learns changes 
of a control system, and automatically adjusts 
controller parameters to achieve better control 
performance in different working conditions.

3. The Guide Line  
Detection Algorithm

This section depicts the GL detection algorithm 
based on Haar-like features. Its procedure is 
shown in Figure 2.

Original 
image

Grayscale 
image

Satisfy constraints, 
determine the GL

Slope 
constraint

Second gray 
stretch

Length 
constraint

Continuity 
conditions

Hough 
transform

 Gray stretch

Feature 
extraction Binarization Edge 

extraction

Image 
preprocessing

Line detection

Figure 2. Detection procedure of the GL

Detection steps are introduced as follows. Based 
on the collected GL gray images, gray values 
of the image ( , )I m n  are stretched by using 
equation (1), i.e.:

max

( , )( , ) 255 ( )I m nI m n
I

λ= ⋅ ,
                         

(1)

where
 

1λ > ,
 

max ,
max{ ( , )}

m n
I I m n= .

Improved Haar-like feature templates are given 
and shown in Figure 3. Based on the templates, a 
Haar-like feature is obtained for each pixel. 

Figure 3. Improved Haar-like feature templates

In the templates 1 ~ 6M M , the black part is a GL 
region, the yellow part stands for a road region, 
and the grey part represents a transition region. It 
is assumed that the GL width is 2 w⋅ where w  is 
a half of the GL width. In 1 3M M , the widths 
of the yellow and gray regions are w , and black 
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region widths are 2 w⋅ . In templates 4 ~ 6M M , 
the width of each region is 2 w⋅ . The height ranges 
of all templates are 4 ~ 6w w⋅ ⋅ . Considering the 
rotation templates 2, 3, 5, 6M M M M , their 
rotation angles are 15 degrees. The six templates 
are used to highlight straight-line characteristics 
of the GL on the road, in order to improve the 
recognition accuracy of the GL.

Considering the thi  Haar-like template, a Haar-like 
feature of a pixel is obtained by using equation (2): 

, 1, ,6b y
i i ih s s i= − =  ,                               (2)

where ,b y
i is s  are pixel sums in black and yellow 

regions, respectively. Then, each feature is 
normalized by using equation (3): 

/ , 1, ,6n
i ih h iσ= =  ,                                 (3)

where n
ih  is a normalized Haar-like feature; 

2sqmn mnσ = − ; mn  is a mean of pixel 
values in the stretched image, and sqmn  is a mean 
of pixel value squares in the stretched image.

All features greater than 0 are stretched by using 
equation (4):

c

max
( )

, 1, ,6
1

n i
i

n
n i

i h h

hh i
e λ− −

= =
+



，

 ,                    
(4)

where c (1 )i i i
m th h hα α= ⋅ + − ⋅ . Suppose that 

1 { | 0}n n
i ih hΩ = > ,  

2 t{ | 0}n i n
i ih h hΩ = > > . 

i
mh  is a mean of features in 1Ω , and t

ih  is the 
feature which satisfies that the sum of all features 
in 2Ω  is 98% of the sum of all features in 1Ω . 

max max{ }n n
i ih h=，

. 

The stretching method is shown in Figure 4.
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Figure 4. A method of feather stretching

Based on the above 6 normalized Haar-like 
features, a feature vector, describing straight-line 
characteristics of each pixel, is constructed and 
presented by using equation (5): 

1 2 6( , ,:) , , ,
Tn n nF m n h h h =  

                     (5)

In order to detect the GL, the SVM is used 
to recognize the constructed feature vector 

( , ,:)F m n  and to determine whether a pixel with 
the feature vector ( , ,:)F m n  is on the GL or not. 
Thus, a problem of the GL detection becomes a 
pattern recognition question.

Consider the following nonlinear classifier:
( ) ( )f F F bωφ= + ,                                    (6)

where F  is a feature vector, ω  is a weight 
vector, and 

( , ) i jg F F
i jF F eφ − −=   .

An optimal problem is stated by using equations 
(7) and (8):

1 1 1

1min ( ) ( )
2

N N N

i j i j i j i
i j i

y y F Fα α φ φ α
= = =

−∑∑ ∑
  
(7)

1
. . 0

0 , 1,2 ,

N

i i
i

i

s t y

C i N

α

α
=

=

≤ ≤ =

∑


,

                    

(8)

where α  is a Lagrange multiplier, C  is a 
punishment factor.

If a pixel is on the GL, it will be set as 1. Otherwise, 
it is set as 0. Then, a binary image B  is obtained. 
Subsequently, methods of dilation and erosion are 
used to reduce noise in the image B , and a new 
binary image Bn  is obtained. From the image 
Bn , an edge image E  is obtained by using 
equation (9): 

( , ) ( , ) ( , 1)E m n Bn m n Bn m n= − −              (9)

Then, the Hough transformation is used to detect 
the GL in the image E , i.e.:

/ cos tanx yρ θ θ= − ,                            (10)

where ,θ ρ  are an angle and an intercept of the 
GL, respectively. 
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In general, due to noise, many lines will be 
obtained from the image E . In this paper, the 
following method is put forward to eliminate the 
interference GLs:

Step 1: Select the 3~5 longest lines that meet a 
length constraint;

Step 2: Since the line is typically continuous, 
parameters of the real GLs, which are 
obtained from two adjacent images, satisfy the  
continuous condition:

1

1

0
0

T θ
δ

ρ

−

−

 
∆ ∆ ≤ 

 
,
                              

(11)

where [ ]1 1
T

k k k kθ θ ρ ρ− −∆ = − − , ,θ ρ  are 
radiuses of ,θ ρ , respectively. ,k kθ ρ  are GL 
parameters obtained from the thk  image. 0δ >  
is a threshold.

Step 3: If there are more than one line satisfying 
the conditions after steps 1 and 2, the line with 
the highest mean of pixel values will be selected 
as a GL. The reason is that the color of the GL is 
typically white, and the white color means a high 
mean of pixel values.

4. GL Tracking Control  
of the ULMM

Considering characteristics of the ULMM, an 
online self-optimization control system is put 
forward based on machine-vision navigation. 
The control system consists of 3 parts: predictive 
control, nonlinear PD control and online learning 
rules, as it is shown in Figure 5.

4.1 Tracking and Predictive Errors

It is assumed that a GL is detected, as shown in 
Figure 6(a).

In Figure 6(b), ,H W  are the height and the width 
of a captured image, respectively. 0.7 H⋅  is taken 
into equation (10) to obtain cX , a current lateral 
position of the ULMM. A tracking error and its 
change are described by equation (12):

( ) (0.5 )
( ) ( ) ( 1)

ce k W X
ec k e k e k

κ= − ⋅
= − −

,
                             

(12)

where 0κ > , and it represents an actual length 
between two pixels.

0.3 H⋅  is taken into the (10) to obtain pX ,  
a predictive lateral position of the ULMM. 

Nonlinear incremental PD 
controllerReference GL ULMM

MemoryOnline learning 
rules

Driving error 
prediction

Predictive 
control

-

+

+

( )e k ( )u k∆ ( )u k

( 1)u k −

Vision sensor

Figure 5. A control system of the ULMM

H W0.5WXc

0.3H
GL Machine travel 

direction
1

0.7H

1 Xp

(a) Guide line (b) Error calculation

Figure 6. Current and predictive errors
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A predictive tracking error and its change are 
described by using equation (13):

( ) (0.5 )
( ) ( ) ( 1)

p p

p p p

e k W X
ec k e k e k

κ= − ⋅

= − −                         
(13)

4.2 The Online Self-optimizing  
Control Algorithm

From Figure 6, it becomes obvious that the current 
lateral position of the ULMM is on the left side 
of the image, and its predictive lateral position is 
on the right side. Therefore, the controller of the 
ULMM is not only related to the current position, 
but also to the predictive position. 

Based on the predictive error, a predictive 
PD controller is designed and described by  
using equation:

( ) ( ) ( )p p p d pu k KP e k KP ec k= ⋅ + ⋅            
(14)

Generally, the e  and ec  of the UAMM satisfy a 
Gaussian distribution. So, a non-uniform division 
method based on the Gaussian function is used to 
divide e  and ec , i.e.:

2

max

2

max

max

max

1( ) 0
1 1

1( ) 0
1 1

i

i

x
X

i i

x
X

i i

ex X x
e e

ex X x
e e

τ

τ τ

τ

τ τ

 
−  

 

− −

 
−  

 

− −




= − ⋅ ≥
 − −


 = − − ⋅ < − − ,  

(15)

where maxX  is  maxEC  or  maxE , 
1 2{ , , , }i nx x x x∈ 

 is a uniform division point 
of e  or ec , ix  is a non-uniform division point 
obtained by using equation (15). The method of 
non-uniform division is shown in Figure 7.

 ix

ix
Figure 7. A non-uniform division method

A e ec−  plane is constructed and partitioned 
based on non-uniform division of e  and ec , as 
shown in Figure 8. A set of divided regions is 
denoted by { }ijR .

e

ec

ijR

,i jec e

maxEC

maxEC−

maxE
maxE−

0

,i jec e

,i jec e

,i jec e
1C2C

3C

4C

Figure 8. The e ec−  plane and its division

Then, an increment PD  controller is designed in 
the divided region ijR , i.e.:

( ) ( )

( ( ) ( 1))

p
ij ij

d
ij

u k K ec k

K ec k ec k

∆ = +

− −
,
              

(16)

where ( )iju k∆  is an increment of the PD  
controller in the region ijR  at time k .

Based on the increments of all the regions, the 
increments of a non-linear PD controller are 
obtained by using equation (17): 

,
( ) ( )ij ij

i j
u k u kω∆ = ⋅∆∑ ,

                           
(17)

where

 ,

ij
ij

ij
i j

w
w

ω =
∑

,

 

and

12

2

( ) ( )0
exp( )

( ) ( )0

T
j jej

ij
i ieci

e k e e k er
w

ec k ec ec k ecr

−
− −    

= −     − −    

is a weight factor of ( )iju k∆ . The point ( , )j ie ec  
is a weight center in the region ijR . Considering 
the weight center ( , )j ie ec , there are four cases 
denoted by 1 4C ~ C , as shown in Figure 8. ejr ,

ecir  are the weight radiuses of e  and ec  in the 
region ijR , respectively. Their values are shown 
in Table 1. 
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Table 1. Weight radius values

Weight Radius 1C 2C 3C 4C

ejr 0.5 er er er 0.5 er

ecir ecr ecr 0.5 ecr 0.5 ecr

Moreover, if max)e k E>（ (or max( )ec k EC> ),  
let max)e k E=（  (or max( )ec k EC= ). And if 

min)e k E<（  (or min( )ec k EC< ), let min)e k E=（  
(or min( )ec k EC= ).

Based on equation (17), an incremental non-linear 
PD  controller is designed, i.e.:
( ) ( 1) ) ( )u k u k k u kξ= − + ∆（ ,                   (18)

where

( ) 0kξ > , 
2 2( ( ) ( ))

0( ) ec k e kk e υ νξ ψ ψ − ⋅ + ⋅= − .
ψ  and 0ψ  are the coefficients used to adjust 
the learning rates, and υ  and ν  are the  
weight coefficients.

The parameters of the controller (18) are learned 
by using a supervised Hebb learning rule, i.e.:

( ) ( 1) ( ) ( ) ( )

( ) ( 1)
( ) ( )( ( ) ( 1))

p p
ij ij ij

d d
ij ij

ij

K k K k e k u k ec k

K k K k
e k u k ec k ec k

ηω

ηω

= − +

= − +

− −

,

  

(19)

where η  is a learning rate.

5. Experiments and Verification

5.1 Experiments of GL Detection

In order to verify the feasibility of the GL 
detection algorithm, different GL images are used 
for experiments in this section. 

An original image of the GL is shown in Figure 
9(a). From the original image, Haar-like features 
are extracted and normalized, as shown in 
Figure 9(b). It is concluded that straight-line 
characteristics of the GL are highlighted, and 
background noise is reduced. Then, the features 
are stretched by using equation (4), as shown in 
Figure 9(c). The difference between the GL and 
the road is significantly highlighted. By using 
equation (9), an edge image is obtained, as shown 
in Figure 9(d). The method of Hough transform 
is used to detect the GL, and a Hough space is 
obtained, as shown in Figures 9(e)-9(f). It can be 
seen that the GL is accurately detected. 

In order to verify the detection algorithm proposed 
in this paper, detection experiments are carried out 
under different conditions. Experimental results 
are shown in Figure 10. The clear GL shown in 
Figure 10(a) is accurately detected. As shown in 
Figure 10(b), the GL is blurred because of light 

  

(a) Original image (b) Feature image (c) Stretched feature image (d) Edge image

(e) Hough space (f) GL detection result

Figure 9. Detection results of the GLs
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disturbance. The GL is still obtained successfully. 
Considering GLs shown in Figure 10(c)~(f), the 
proposed algorithm works well.

This system requires high real-time performance 
of GL detection. For the problem, comparative 
experiments are carried out on an industrial 
computer. And configure of the industrial computer 
is as follows, i.e. I9-10900 CPU, RTX3060 GPU 
and 64G RAM. Experimental results are shown 
in Table 2.

Table 2. Comparison of detection time 

Algorithm Detection time
The proposed algorithm 22ms

Yolov4 71ms

The YOLOv4 (Bochkovskiy, Wang & Liao, 2020), 
a deep learning method, is well-known because of 
its fast speed. It takes 71 ms to process an image 

(see Table 2). The algorithm proposed in this paper 
needs only 22 ms to complete the GL detection.

5.2 Simulation of Path Tracking

In this subsection, a path tracking experiment is 
made by using a vehicle model of two degree-of-
freedom, in order to verify the effectiveness of the 
proposed control algorithm. The model is shown 
in Figure 11. 

Figure 11. Vehicle model

(a) Clear GL (b) GL with light disturbance

(c) GL with interference lines (d) Discontinuous GL

(e) Blurred GL (f) GL with noise

Figure 10. Experimental results
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The model is described by using equation (20), i.e.:

1

1

+1

1

cos( )
sin( )

( / ) sin( )

k k k k

k k k k

k k k b

k k

x x v T
y y v T

v l T
v v a T

ψ β
ψ β

ψ ψ β

+

+

+

= + + ⋅
= + + ⋅
= + ⋅ ⋅
= + ⋅

,

                     

(20)

where ( , )x y  is the position of the vehicle; ψ  
is its yaw angle; v  is its pre-set speed; fδ  is an 
angle between its front wheels and its body, and it 
is also the output of the controller; a  is the vehicle 
acceleration; fl  and bl  are the distances from 
the vehicle center to the front and rear wheels, 
respectively, and both of them are set to 2 m. The 
parameter β  is obtained from equation (21):

1= tan {[ / ( )] tan( )}b f b fl l lβ δ+ ⋅                  (21)

The initial position of the vehicle is away from 
the GL, and the distance between them is 0.5 m. 
Simulation results are shown in Figure 12. As it 
can be seen, the proposed control system works 
well, and its response time is shorter than the 
one of the MFAC system (Wang et al., 2023). 
Regarding steady-state errors, the proposed system 
has no steady-state error, while the MFAC system 
has a steady-state error of 1 cm. Experiments 
show that the proposed control system has shorter 
tuning time and fewer tracking errors.
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Figure 12. Simulation results of path tracking

5.3 Real Machine Experiments

An experiment is carried out based on an 
actual ULMM, as shown in Figure 13, where a 
rear-driven electric vehicle can be noticed. Its 
speed and steering wheel are controlled by an  
industrial computer.

Figure 13. The ULMM

5.3.1 Experiments of Making Lines

This ULMM has been applied to make a line on 
an expressway of 10 kilometers. Its tracking error 
data have been collected, and the line making 
images are shown in Figure 14.

(a) Experiments of making a line

(b) Details of making a line 

Figure 14. Line marking experiments

The speed of the ULMM has been set to 20 m/min 
and 40 m/min, and its recorded tracking errors can 
be seen in Figures 15 and 16. 
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Figure 15. Tracking errors at the speed of 20 m/min
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Figure 16. Tracking errors at the speed of 40 m/min

It becomes obvious that the maximum tracking 
error of ULMM is 0.5 mm, at the speed of 
20 m/min, and, when its speed reaches 40 m/
min, its tracking error is still within the range 
of 0-5 mm. Therefore, the performance of the 
proposed controller satisfies the demands of line 
marking work.

5.3.2 Experimental Results

The experimental results of making a line are 
shown in Figure 17. From Figures 17(a), (b) and 
(c), it can be noticed that the line markings made 
by ULMM are straight and neat. Even when the 
experiment is carried out on a ramp, as shown 
in Figure 17(d), the line marking is smooth and 
consistent with the arc-shaped ramp. So, the 

experiment results demonstrate that the proposed 
control system meets the demands of the line 
marking work.

6. Conclusion

In this paper, a vision-navigation-based self-
optimizing control system is proposed for the 
ULMM. In order to increase detection accuracy 
of the GL, improved Haar-like feature templates 
are designed and used to extract characteristics 
of the GL. Then, the Haar-like features are 
stretched by using a non-linear mapping. From 
the detected GL, tracking and predictive errors are 
obtained. Subsequently, an online self-optimizing 
control algorithm is proposed, and it consists of 
a predictive controller and an online-learning 
non-linear PD controller. The parameters of the 
non-linear PD controller are learned by using a 
supervised Hebb learning rule.

Simulation experiments and real machine 
experiments demonstrate that a high-quality 
line can be obtained by using the ULMM. This 
research will effectively promote development of 
line marking machines.

 
(a) Dotted lines (b) Straight lines

 
(c) Straight lines (d) Curves

Figure 17. Construction of the ULMM
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