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1. Introduction

According to industry observations, patients 
coming to the hospital for their first visit or 
consultation encounter difficulties in identifying 
the most suitable doctor for their specific medical 
condition, primarily due to their lack of adequate 
medical knowledge (Pan et al., 2018). This issue 
is further exacerbated among underrepresented 
populations, including racial and ethnic 
minorities, low-income individuals, and residents 
of rural areas, who often face significant barriers 
in accessing appropriate medical knowledge 
(Tawfik et al., 2023). The triage process is further 
complicated by the allocation of limited resources, 
the time-consuming assessment, shortages of 
experts in specific fields, and the presence of 
cultural and language barriers (Alqaysi et al., 
2022). Healthcare providers are increasingly 
under pressure to improve the efficiency of 
healthcare delivery (Lee et al., 2017), especially 
for customized services that tend to be more 
resource-intensive than standard healthcare 
services. One of the most prominent challenges in 
healthcare service is the glaring disparity between 
supply and demand, particularly concerning 
the availability of medical experts (Song et al., 
2016). An intelligent robot capable of providing 
automated responses emerges as an imperative 

solution, alleviating the burden on the healthcare 
system and caregivers (Chaudhary et al., 2023; 
Zhu, 2023). Moreover, such technology can bridge 
the information gap experienced by vulnerable 
populations with limited health literacy, thereby 
promoting healthcare equity.

Using medical triage robots for patient 
assessment holds the potential to enhance care 
quality, diminish wait times, and alleviate the 
workload of triage specialists (Jen et al., 2021). 
The accurate and efficient response of medical 
service robots to user queries within the complex 
hospital environment, rich in data sources, is of 
paramount importance (Al-Taee et al., 2016). 
In the clinical context, medical service robots 
encompass any system or device (Karabegović 
& Doleček, 2017) capable of performing tasks, 
either partially or fully autonomously, to deliver 
a service beneficial to humans in a medical 
capacity. This includes tasks as diverse as serving 
a cup of tea to a patient or tailoring treatments 
to individual variations (Cingolani et al., 2023; 
Morsi, 2023). In addition, these robots have the 
capacity to improve psychological well-being and 
overall satisfaction (Suligoj et al., 2018). Given 
the frequent interaction between service robots 
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and users, a critical consideration lies in enabling 
seamless collaboration between humans and 
robots (Gbouna et al., 2021). In the case of medical 
triage robots, this involves translating natural 
human language into commands that the machine 
can understand, thereby ensuring that one receives 
accurate responses. One of the most important 
steps is identifying the correct topic that addresses 
the user’s needs (Khan et al., 2023). Within a 
question answering system (QAS) based on user 
input, the implementation of topic assignment 
plays a crucial role in delivering precise service 
through a healthcare service robot. Automatic 
categorization of user-generated questions by 
topic, along with suggesting similar questions and 
answers, diminishes redundancy and augments 
the question answering capability of healthcare 
service robots. By offering analogous question 
recommendations within the same category, the 
search scope is greatly reduced, elevating retrieval 
efficiency and accuracy. These advancements 
hinge on the foundation of robust question 
classification techniques (Xue et al., 2008; Zhang 
et al., 2014). The aim of question classification is 
to reduce search space for selecting appropriate 
candidate answers during the answer processing 
stage (Wasim et al., 2019). Therefore, integrating 
topic assignment with established QAS techniques 
represent an opportunity to refine robot-assisted 
triage services within a hospital context, enabling 
the provision of similar recommendations for the 
same problem under the same category and further 
enhancing the capabilities of healthcare service 
robots in QAS. 

This paper presents several noteworthy 
contributions. Firstly, it proposes a novel triage 
approach designed to facilitate patient triage 
for intelligent medical customization services. 
This new mechanism enables the translation of 
patients’ needs expressed in natural language 
into medical terminology, ultimately reducing 
the burden on healthcare resources. Secondly, 
the Knowledge-Constrained Labeled LDA (KC-
LLDA) method is proposed, which is grounded 
in knowledge constraints. Through a comparative 
analysis including existing similar approaches 
for topic extraction, it is demonstrated that the 
incorporation of medical knowledge constraints 
into the LDA method proves more adept for topic 
modeling of medical texts. Finally, an extensive 

dataset of consultation records sourced from 
the online medical community is leveraged for 
training a classifier that synergistically combines 
BERT and KC-LLDA. This classifier was 
engineered to surmount prevailing challenges by 
effectively discerning the precise intention of the 
patient and bridging the semantic gap between 
medical terminology and individual patient 
needs. This integrated approach holds promise 
in significantly enhancing the efficacy and 
precision of patient triage in intelligent medical 
customization services.

The remainder of this paper is as follows. Section 
2 delves into the existing research works related 
to the topic of this work. Section 3 sets forth a 
novel triage method that aims to understand the 
needs of patients expressed in natural language 
and construct mappings based on the research 
methodology employed in this study. Section 4 
discusses the performance of the proposed method 
and Section 5 includes the conclusion of this paper 
and possible future research directions. 

2. Related Works 

Extracting precise topics from short text 
documents such as large-scale medical question-
and-answer conversations is a critical and 
challenging task (Rashid et al., 2019). Many 
question and answer systems for medical robots 
still use rule-based matching methods and string-
matching algorithms to build domain dictionaries 
(Veisi & Shandi, 2020) for classifying and 
querying questions, which only provide fixed 
medical terms without considering the relevance 
and contextual semantics among medical terms for 
the user (Jiang et al., 2021). However, many intents 
can be elicited from one utterance depending on 
the context interpretation (Vatian et al., 2019). 
Linguistic features take on a significant role to 
develop an accurate question classifier (Yilmaz 
& Toklu, 2020). In order to correctly understand 
human needs as a question topic, plenty of topic 
modeling techniques in the text mining field are 
explored by researchers. Some of them, such as 
Rapid Automatic Keyword Extraction (RAKE) 
and TextRank algorithms, merely depend on the 
content of the text corpus, which makes them 
unable to obtain latent semantics in the future and 
especially makes it difficult for them to handle 
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complicated decision-making in healthcare 
scenarios. Other methods that employ machine 
learning techniques, such as Latent Dirichlet 
Allocation (LDA)-based methods, can extract the 
semantics from a large text corpus and in many 
fields, and they have achieved acceptable results. 
The topic model in (Zhou et al., 2015) leverages 
LDA to extract potential topic information from 
problem descriptions, which is then used for 
problem classification. This model also addresses 
lexical gaps by conducting a concept-based 
computational similarity analysis to compare 
inter-topic similarities (Naderi et al., 2020). 
However, topic-based methods exhibit an optimal 
performance with small-scale data volumes. 
While they excel in improving recall, they may 
incur a trade-off in terms of precision. Question 
classification methods based on classical machine 
learning techniques face limitations in capturing 
the hidden relationships between features and may 
struggle to handle complex languages and very 
large-scale datasets (Dodevski  et al., 2021). The 
main challenge is that the text representation is 
inherently high-dimensional and highly sparse, 
with weak feature representation, in addition 
to requiring manual feature engineering, which  
is costly.

With the advancement of deep learning algorithms 
in natural language processing, QASs increasingly 
rely on deep neural network-based methods for 
extracting nuanced user phrase features and 
classifying the underlying user intent (Liu et 
al., 2020). Deep learning algorithms like CNNs, 
RNNs, and Transformers excel in transforming 
the initial “low-level” feature representations 
into “high-level” feature representations 
by constructing multilayer artificial neural 
networks that iteratively extract and filter input 
information layer by layer (Cui et al., 2020; 
Ma et al., 2023; Ertuğrul & Abdullah, 2022). 
While Bidirectional Encoder Representations 
from Transformers (BERT) (Devlin et al., 
2018) and BERT-based approaches stand as the 
current state-of-the-art techniques in medical 
natural language processing (NLP) tasks, their 
effectiveness has been substantiated across a 
range of medical scenarios (Liao et al., 2020; 
Tavabi et al., 2023; Yang et al., 2022). However, 
in clinical text classification tasks, only very 
few words contribute to a particular label (Gao 

et al., 2021). Compressed BERT models reduce 
resource consumption but can potentially limit the 
extraction of deep information between phrases 
and sentences, potentially reducing classification 
accuracy (Yu et al., 2023). Deep learning-based 
methods, though capable of extracting semantics, 
still grapple with accurately predicting the true 
intents of patients and fall short of providing 
patients with the support of health-related expert 
knowledge. Therefore, it is believed that topic 
modeling techniques should incorporate additional 
properties of deep learning-based methods 
and expert knowledge sources within medical 
domains to enable the patients seeking health 
information in an untrusted online environment 
to find that information. This work aims to extract 
meaningful topics and create correlations between 
topics and expert knowledge, thereby enabling the 
patients' access to meaningful topics rather than to 
keyword-based search results.

3. Research Methodology

3.1 Overview of the Proposed 
Framework

Medical service robots may be used for various 
purposes. Here only the robot that is designed to 
facilitate human-robot interaction is considered. 
It is important for medical service robots to 
provide intelligent QA services (Wang et al., 
2023). A medical QAS (MQAS) in a medical 
service robot provides user-friendly interfaces for 
individuals who aim to obtain robust answers for 
decision support (AFDS) in accordance with user 
questions and accordingly receive robot-assisted 
services. A AFDS refers to the answers provided 
by a QAS that can help users provide medical 
decision support based on existing medical data. 
The MQAS in a medical triage robot includes two 
models, namely question (Q) as input and AFDS 
as output. The narratives of Q are identified by a 
voice recognition module of the robot. The AFDS 
extends a simple answer that only includes text 
by introducing additional properties regarding 
the hospital context. When a Q is input, the 
system outputs the optimal AFDS; a mapping 
process between the Q and AFDS on the basis of 
domain knowledge (DK) in the medical field is 
established, which is defined as

{ } { }DKQ AFDS→                                   (1)



https://www.sic.ici.ro

40 Jiayi Feng, Runtong Zhang, Donghua Chen, Lei Shi, Chenghao Xiao

DK in (1) is considered to provide meaningful 
answers for the robot so that is can implement 
them through a properly designed MQAS. For 
instance, if it is not possible to build customized 
decision-making models for each person, the 
proposed method can overcome this challenge and 
provide automated modeling of decision-making 
models related to AFDS using DK. Q, AFDS, and 
mapping process Q → AFDS indicate a basic 
process of question answering in the robot. 

In the context of a medical triage robot, the task of 
predicting user intentions hinges on the analysis 
of the semantic meaning embedded within the 
user’s query Q. The goal is to perform topic 
identification on the questions posed by patients 
to achieve the mapping Q → AFDS. The actual 
meaning of patient problems is highly context-
based, making an approach based solely on word 
co-occurrence, like Latent Dirichlet Allocation 
(LDA), potentially inadequate. Considering these 
limitations, the aim is to leverage the context-
dependent word representation BERT to perform 
word embedding on the input text and extract its 
semantic features. Subsequently, the topic features 
of the input text are enriched by utilizing trained 
LDA-based models and domain knowledge. 

The BERT vector for Q is then integrated with 
the LDA topic distribution to create a more 
comprehensive semantic representation. This 
concatenated representation serves as the input 
to the variational autoencoders (VAE) model for 
topic allocation, which is capable of learning 
medical triage tag representations in the latent 
space and mapping the input Q to the latent 
space. Combining topic models with BERT can 
significantly improve the performance of semantic 
similarity prediction, particularly when it involves 
domain-specific words (Peinelt et al., 2020). The 
process of constructing AFDS based on Algorithm 
BERT-KC-LLDA is exhibited in Figure 1.

3.2 Knowledge-constrained  
Topic Modeling

The purpose of this article is to help patients render 
their described disease symptoms from natural 
language into specialist medical terminology 
through a medical triage robot. To achieve this, 
employing NLP techniques becomes crucial for 
understanding the text that conveys the patient’s 
needs. While existing NLP research typically 
requires large amounts of relevant data, the reality 
is that there is no large-scale publicly available 

Figure 1. The overall flow chart of BERT-KC-LLDA
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medical triage data. It has been recognized that 
the needs expressed by patients in free-form text 
are very similar to the questions asked by users in 
the online health community (OHC). 

In fact, a large number of medical question-and-
answer datasets exist in OHC containing a lot 
of labelled information. This includes instances 
where doctors label their responses based on 
their own understanding. Comparatively, LDA 
has excellent implicit semantic mining and 
data dimensionality reduction capabilities in 
relation to previous topic models like LSA and 
PLSA. However, LDA is only a data reduction 
and clustering algorithm, unable to effectively 
determine these external labels. This gap is 
addressed through the proposed Labeled LDA 
(L-LDA), specifically the application of domain 
knowledge resulting in the creation of Knowledge-
Constrained Labeled LDA (KC-LLDA). This 
approach is employed to train and test appropriate 
topic models for questions that are based on 
existing medical question corpora. L-LDA 
(Ramage et al., 2009) is a supervised topic model 
for credit attribution in multilabeled corpora. For 
each document, it discerns the sections that must 
be attached specific labels, consequently learning 
accurate models of the words optimally associated 
with each label globally. L-LDA may outperform 
traditional LDA when analyzing questions having 
multiple labels, tags, or background information. 
However, developing and evaluating QASs 
remains a complex task (Marx et al., 2014). The 
L-LDA is defined as a probabilistic graphical 
model that represents a process for generating a 
labeled document collection. Similarly with LDA, 
L-LDA models each document as a mixture of 
underlying topics and generates each word based 
on these topics. The proposed model incorporates 
supervision by simply constraining the topic 
model to use only those topics corresponding to a 
document’s labels or tags. The modeling process 
is outlined as follows. 

It is assumed that a document in the training 
dataset in an OHC is made of a list of words 

( )1,..., d

d
Nw w w=  and a list of topics 

( )1,..., d

d
Nw w w= , where each wi ∈ V and 

each lk ∈ {0,1}. Here V is the vocabulary size, 
K is total number of unique labels in the dataset 
and Nd is the number of words in a document. In 

contrast with LDA, L-LDA aims to restrict θd to be 
defined only over the topics that correspond to its 
label set td. Therefore, the word-topic assignments 
are drawn from this distribution, which ensures 
that all the topic assignments are limited to a 
document’s labels. The training process uses 
Gibbs sampling, where the sampling probability 
for a topic for position i in a document d in L-LDA 
is given by:

( )|i iP z j z−=  ∝ ( )

( )

( )
, ,
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i

i
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dT T
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n n
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where ,
iw
i jn−  is the count of word wi in topic j, 

that does not include the current assignment zi, 
and a missing subscript or superscript indicates 
a summation over that dimension, where l is a 
vector of l’s appropriate dimension. 

In summary, the question is transformed into a 
relational network of terms that are expanded 
later on the basis of the knowledge source in the 
medical field. The topic distribution θd provided 
by trained KC-LLDA models in (2) provides a 
prediction of the range of knowledge in relation 
to Q.

3.3 Combining KC-LLDA with BERT

Patients’ medical problems can be typically 
rendered as a less standardized free text that must 
be mapped into continuous, dense word vectors 
in a computer-processable format. Traditional 
word vector models such as one-hot and TF-IDF 
feature high dimensionality and sparsity, and are 
also computationally expensive and unable to 
characterize the text well. Neural network-based 
models like Word2Vec provide an improvement, 
yet they cannot encode word meaning within a 
given context or distinguish between words with 
multiple meanings. As such, a word vector was 
needed that could represent words differently in 
different contexts. BERT is a fully bidirectional 
language model that proposes a new task called 
the Masked Language Model (MLM) for training 
a truly bidirectional encoding model for a 
supervised task. MLM is a technique for training 
a two-way language model by replacing a number 
of words with mask or another random word with 
a low probability. This is followed by fine-tuning 
through an additional output layer that can pre-
train a deep bidirectional representation by jointly 
modulating the context across all layers.
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The patient’s questions were first encoded into 
a suitable form for computer processing - a 
sequence of characters separated by spaces {E1, 
E2, ......, En}, which were numerically mapped 
using BERT’s own vocabulary, with En denoting 
the n-th character in the vocabulary. The special 
character CLS indicates the start of a sentence, 
and the special symbol SEP is inserted between 
different sentences to differentiate them. The 
input sequence is then converted into a list of 
low-dimensional dense vectors, token sequence 
Tn, segment sequence Sm, and position sequence 
Pn. Token Embedding Tn is used to convert 
the individual words of a sequence into a 
768-dimensional vector, which represents the 
information related to that character. Segment 
Embedding Sm is used to convert the sequence type 
into a vector, which represents the information 
that differs from one sequence type to another 
one. Position Embedding Pn is used to convert 
the position of the sequence into a vector, which 
represents the position information for the input 
sequence. Thus, the embedding representation of 
topics of Q is defined as:
BERT Emb(S) = Tok Emb (Tn) +
Seg Emb (Sm) + Pos Emb (Pn)                    

(3)

Then, in order to obtain the deep semantic 
properties of the input sequence, a 12-layer 
transformer network with a BERT encoding layer 
is trained so that the semantic representation of the 
text output by the proposed model can characterize 
the semantic features of Q and fine-tune it to 
obtain the semantic vector Ci corresponding to 
the i-th character. The token vector CCLS, which 
represents the sequence of characters in Q, is then 
combined with the topic distribution θd obtained 
using the topic model KC-LLDA. All topic 
vectors are normalized to create the optimized 
topic vector T(CCLS + θd). During the training 
process, the hyperparameters of BERT-KC-LLDA 
were optimized, including the learning rates, batch 
size, and training epochs.

3.4 Answer for Decision Support in 
Medical Triage Robots

To integrate the topic probabilities obtained from 
BERT and KC-LLDA, a variational autoencoder 
was utilized. The use of VAE is proposed to 
learn a low-dimensional representation of the 

topic probability distribution. This will allow 
one to perform more efficient computations and 
improve the accuracy of the triage process. VAE 
is a generative model that consists of an encoder 
network and a decoder network. The encoder 
network maps the input topic probabilities into 
a low-dimensional latent variable space, and the 
decoder network maps the latent variables back 
into the original space. VAE is trained to minimize 
a loss function that consists of a reconstruction 
loss and a KL divergence loss.

The reconstruction loss measures the difference 
between the input topic probabilities and the 
reconstructed probabilities generated by the 
decoder network. It is defined as follows:

1 ˆlogN
recon i i iL y y== − ∑                                   (4)

where N is the number of topics, yi is the true 
probability of topic i, and ŷi is the reconstructed 
probability of topic i.

KL divergence loss measures the difference 
between the learned latent variable distribution 
and a prior distribution. It is defined as follows:

( )2 2 2
1

1 1 log
2

J
KL j j j jL δ µ δ== − ∑ + − −

                 
(5)

where J is the dimension of the latent variable 
space, and μj and δj are the mean and standard 
deviation of the learned latent variable 
distribution, respectively.

The total loss function is defined as follows:

L = Lrecon + βLKL                                          (6)
where β is a hyperparameter that controls the 
weight of the KL divergence loss.

The topic distribution θd' obtained from the KC-
LLDA algorithm is transformed into a 1×768- 
dimensional vector through VAE encoding, which 
is concatenated with the sentence vector CCLS 
obtained from BERT. The concatenated vector 
integrates semantic information from both Q and 
the topic. The dimensions of the feature vectors 
for Q and T are kept consistent to ensure equal 
weighting in classification. A feedforward neural 
network (FNN) is added to the concatenated 
matrix to output a probability matrix of Q 
belonging to each topic category.

To summarize, KC-LLDA transforms Q into 
a relational network of terms, which is further 
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expanded based on knowledge sources in the 
medical field. The topic of Q, as predicted by 
BERT-KC-LLDA, provides an indication of the 
range of knowledge that is relevant to Q. As a 
result, VAE can be used to accurately represent 
the user’s intention and predict the probable 
tags associated with Q. This allows for the 
determination of AFDS.

4. Results and Discussion

4.1 Experimental Setup

To validate the feasibility of the proposed 
method, over 325,000 user question posts were 
collected from three different online health 
platforms: HealthTap, QuestionDoctors, and 
WebMD, with approximately 140,000 of these 
posts including tags. Notably, data from the 
Question Doctors website was used in the form 
of expert-validated manually annotated tags, as 
this website had responses provided by actual 
physicians for tag assignment. Table 1 displays 
the extracted raw data obtained from these three 
online healthcare websites. 

To evaluate the performance of the proposed 
machine learning algorithm in predicting the 
outcomes for a complex classification problem, 
a range of well-established metrics was utilized, 
including precision (P), recall (R), and F1 score 
(F1). These metrics enabled a comprehensive 
evaluation of the performance of the proposed 
machine learning algorithm and made it possible 
to compare it with other state-of-the-art models 
in the field.

Table 1. Examples of Questions on  
Online Medical Websites

Websites Medical questions Tags

Health-Tap

Zirconium dental implants. 
How common is it 
used now? Is there any 
advantages or benefits over 
titanium implants. cons & 
pros please. Thanks.

(dentistry)

Question 
Doctors

Is my anti hiv test 
conclusive or need retest? (hiv test)

WebMD

My son has add and mild 
autism. He has been 
successfully on concerta 
for 6+ years. Can you help 
with his weight loss.

(autism, 
weight loss)

4.2 Comparison with Other Topic 
Modeling Methods

Here, the proposed KC-LLDA method was 
evaluated in comparison with other existing topic 
modeling techniques from the literature in terms of 
obtaining useful information from health-related 
questions. The experiments were conducted using 
a health-related question-answering dataset, where 
the effectiveness of a knowledge-based technique 
was analysed through P, R, and F1 comparisons 
between L-LDA and KC-LLDA.

First, the influence of healthcare knowledge 
on trained LDA-based models was examined. 
As it is depicted in Figure 2, three LDA-based 
methods using different text processing techniques 
were compared: a conventional LDA method 
(Baseline), an LDA-based method incorporating 
pos filtering (Part-of-speech), and a LDA-based 
method integrated with healthcare knowledge 
(Knowledge). A medical question dataset 
containing medical questions and their associated 
tags was used for analysis. The figure shows the 
change in perplexity over the number of topics 
set during LDA model training, where a lower 
perplexity represents a better model. Notably, 
the baseline method exhibits a higher perplexity 
in comparison with the other two methods. 
While both the baseline and the part-of-speech 
filtering-based methods tends to generate higher 
perplexity with an increasing number of topics, the 
knowledge-based method demonstrates a decrease 
in perplexity with a higher number of topics. 
These results indicate that the trained knowledge-
based LDA models, with lower perplexities, offer 
greater confidence in fitting the topic distribution 
for the tested dataset.
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Figure 2. Comparison of change in perplexity among 
baseline, part-of-speech-based and knowledge-

involved methods over the number of topics



https://www.sic.ici.ro

44 Jiayi Feng, Runtong Zhang, Donghua Chen, Lei Shi, Chenghao Xiao

Next, a comparison of estimated mean values of 
P, R, and F1 using ROUGE metrics is presented 
for the proposed method and for other methods, 
including Word Frequency (Freq)-based method 
(Beliga, 2014), TF-IDF-based method (Robertson, 
2004), TextRank, RAKE (Rose et al., 2010), 
LDA, and L-LDA, as summarized in Table 2. The 
efficiency of ROUGE metrics is well-established 
and they have demonstrated their ability to make 
more precise assessments in cases where algorithms 
may struggle to recognize synonyms. Three types 
of measures were used: ROUGE-1, ROUGE-2, 
and ROUGE-L. The estimated values show the 
differences in mean estimates for P, R, and F1 across 
different similarity metrics (1-gram and 2-gram). As 
it can be seen in Table 2 and Figure 3, the proposed 
KC-LLDA outperforms the other methods. 
Specifically, when using ROUGE-2, the mean 
precision, recall, and F1 scores for KC-LLDA are 
0.15, 0.35, and 0.19, respectively, an improvement 
of 4%, 3%, and 4%, respectively over L-LDA. 
Moreover, as per Table 2, the conventional L-LDA 
also outperforms LDA in this experiment. Figure 3 
further supports these findings, demonstrating that 
LDA, without considering knowledge related to the 
labels of the dataset, has the poorest performance 
among all methods, while KC-LLDA achieves the 
best performance. 

Table 2. Comparison of Estimated Mean Values for 
P, R and F1

Method
ROUGE-1 ROUGE-2

P R F1 P R F1
Freq 0.12 0.16 0.11 0.01 0.01 0.01
TF-IDF 0.10 0.14 0.10 0.01 0.00 0.00
TextRank 0.11 0.08 0.06 0.01 0.02 0.01
RAKE 0.11 0.22 0.11 0.03 0.04 0.03
LDA 0.02 0.04 0.02 0.00 0.00 0.00
L-LDA 0.18 0.57 0.20 0.11 0.32 0.15
KC-LLDA 0.22 0.59 0.23 0.15 0.35 0.19

Subsequently, the impact of parameters α and β on 
KC-LLDA was examined, as it is shown in Figure 4.  
Figure 4(a) shows that ROUGE metrics feature 
slow increases with α = [0, 0.5], and then stabilize 
when α = [0.5, 1.5]. By contrast, Figure 4(b) 
shows a gradual decrease in the values of ROUGE 
metrics as β increases. These results empirically 
indicate a change of the precision, recall, and F1-
scores over the parameters of KC-LLDA.

Lastly, the performance of training topic models 
was compared for KC-LLDA and L-LDA. Figure 5 
illustrates the change in perplexity over the number 
of iterations. In Figure 5(a)-(b), it is evident that in 
both experiments, the perplexity for both methods 
decreases significantly between approximately 2 
and 10 iterations, reaching its lowest perplexity 
around Iteration=20. Subsequently, the perplexity 
for both methods gradually increases as the iteration 
count rises. Additionally, Figure 5(c) compares the 
perplexity for the two methods with the same input 
parameter, highlighting that the initial perplexity 
of KC-LLDA is lower than that of L-LDA. KC-
LLDA also reaches its lowest perplexity point 
more quickly than L-LDA. Thus, KC-LLDA, with 
knowledge-constrained conditions, outperforms the 
conventional L-LDA in terms of training iterations.

4.3 Comparison with State-of-the- 
art Methods

A comparative analysis of the proposed method 
was conducted against several prominent text 
representation methods, including SVM (El 
Adlouni et al., 2019), KNN (Srba & Bielikova, 
2016), ALBERT (Lan et al., 2019), TBERT 
(Peinelt et al., 2020), RoBERTa (Liu et al., 2019), 
and GPT-2 (Radford et al., 2019). To assess the 
performance of the analysed classifiers, metrics 
such as macro precision, recall, and F1-score 
were employed, which were widely adopted for 

Figure 3. Comparison of ROUGE-L values for the KC-LLDA and other existing methods in the literature
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evaluating classifier quality. Notably, in this study, 
a greater emphasis was placed on precision, recall, 
and f-measure over accuracy.

In the training process, the human-transcribed data 
was randomly split into the train (80%), validation 
(10%), and test (10%) datasets. To achieve a fair 
comparison, the hyperparameters of all models 
were tuned. Specifically, for the proposed model, 
these were empirically set as βv = 0.01, and α = 
50/K. Hyperparameter ρ was set as the mean 
of all the word embeddings, δ as the number of 
dimensions in the word embeddings, and ψ as 
an identity matrix. Given the proposed model’s 
support for latent sub-topics within a given label, 
Kl = 2 was chosen for labels. The training process 
was carried out in parallel using PyTorch on an 
NVIDIA RTX 3090. Table 3 shows a comparison of 
topic classification performances for the proposed 
model and the state-of-the-art approaches. As it can 
be observed from Table 3, the proposed method 
outperforms other models. These experimental 
results indicate the superiority of Transformer-
based pre-trained language models over traditional 
machine learning models, particularly in terms 
of classification accuracy. ALBERT, TBERT, 
and RoBERTa have demonstrated impressive 
performance by leveraging pre-training on large-
scale corpora and fine-tuning for specific tasks. 

Table 3. Performance comparison between the 
proposed method and the state-of-the-art approaches

Method
HealthTap WebMD QA

P R F1 P R F1
SVM 0.58 0.49 0.53 0.61 0.52 0.56
KNN 0.52 0.45 0.48 0.55 0.47 0.51

ALBERT 0.77 0.70 0.73 0.72 0.67 0.69
TBERT 0.78 0.65 0.71 0.76 0.69 0.72

RoBERTa 0.82 0.79 0.81 0.81 0.75 0.78
GPT-2 0.74 0.69 0.71 0.75 0.68 0.71

BERT+KC-LLDA 0.87 0.80 0.83 0.87 0.78 0.82

These models possess the ability to adapt to 
different contextual word embeddings, capture 
rich contextual information, and exhibit robust 
generalization capabilities. This suggests their 
effectiveness in health-related question-answering 
tasks. However, GPT-2 may not be as well-suited 
for topic classification tasks, as its primary 
strength lies in generating coherent text rather than 
performing classification. 

To assess the stability of the proposed model, a 
robustness analysis was conducted. Specifically, the 
impact of different LDA methods on the performance 
of the proposed model was examined. This entailed 
a comparison among three combinations of the 
BERT model, namely with LDA, LLDA, and 
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KC-LLDA. To ensure a fair comparison, the word 
embedding size was standardized to 768 for all 
three methods. The results, presented in Table 4, 
reveal that the proposed BERT-KC-LLDA model 
attains the highest performance, leveraging external 
labels derived from user-asked question posts. This 
also suggests the effectiveness of using external 
labels obtained through KC-LLDA in enhancing 
the accuracy of topic classification.

Table 4. Comparison between the proposed method 
and the BERT-LDA and BERT-LLDA

Method
HealthTap Webmd QA

P R F1 P R F1
BERT+LDA 0.76 0.67 0.71 0.74 0.61 0.67

BERT+LLDA 0.79 0.77 0.78 0.77 0.72 0.74
BERT+KC-LLDA 0.87 0.80 0.83 0.87 0.78 0.82

5. Conclusion

The objective of this study is to optimize the 
effectiveness of medical triage robots so that 
they alleviate the workload of triage specialists. 
To achieve this, patient triage questions were 
mapped into topic-labeled classification questions 
and a domain knowledge-based LLDA approach 
combined with BERT and VAE was proposed to 
infer labels for unlabeled topic labels. The proposed 
method integrates external knowledge sources and 
existing medical data stored in medical information 
systems for enhancing QAS of a medical triage 
robot. The presented BERT-KC-LLDA method 
extends the limited information extracted from 
narrative questions and enriches explicit knowledge 
in the question with implicit knowledge found in 
DK. This method provides a high-quality inference 
for further implementation of the delivery of 
domain-specific answers. Notably, this method 
bypasses the need for extensive training and 

testing on a massive corpus of medical questions 
and answers. In addition, a tag-based dataset was 
curated from three online healthcare websites to 
support fine-grained patient problem classification. 
The obtained experimental results indicate that the 
proposed method outperforms existing approaches 
in the literature in providing more useful and 
meaningful answers to patients.

However, it’s important to acknowledge certain 
limitations related to this analysis. Firstly, the 
focus was solely on QA pairs from patient-reported 
posts in the OHC, overlooking potential alternative 
sources, such as patient profiles and medical 
images, that could be constructing topic models. 
Secondly, this knowledge-constrained approach 
relied solely on disease definitions from ICD-11 to 
build a corpus for KC-LLDA, thus neglecting other 
potential sources like UMLS and SNOMED, as 
well as the intricate semantic relationships between 
medical concepts within these sources. Future 
research should delve into a more comprehensive 
exploration of these knowledge resources to refine 
the precision and recall of the proposed method. 
Lastly, it should be noted that the aim of this study 
is not to supplant the decision-making process of 
medical experts, but rather to enhance the technical 
capabilities of OHCs, thereby reducing the pressure 
on the health services of medical institutions.
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