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1. Introduction

In the last two decades, the continued 
improvement in the performance of mobile robots 
has greatly expanded their application areas and  
they have come to be used in agriculture, industry, 
transportation, health care, building structure, 
and other sectors (Fabregas et al., 2019). Mobile 
robots are non-linear, time-varying, and highly 
coupled dynamic systems, among them, wheeled 
mobile robots (WMR). This kind of system is a 
dynamic device designed with non-holonomic 
constraints. The use of mobile robots in various 
fields of application increases the need for precise 
controller systems for the control of robot motion. 
Indeed, it is extremely difficult for a mobile robot 
to compensate for several disturbances and follow 
a pre-planned trajectory in different environments 
(Bessas et al., 2016; Matraji et al., 2018). This 
problem is the title of several research works, 
in which researchers propose different solutions 
based on the mobile robot's kinematics using 
different types of control, as well as the application 
of optimization methods to adjust and search the 
optimal parameters of such control to meet the 
requirements of precise control.

Trajectory tracking is one of the most difficult 
problems in mobile robotics. This problem 
consists in driving the robot along a predefined 
trajectory according to a pre-calculated speed in 
order to reach the robot's destination in a short 
time (Oultiligh et al., 2021). The non-holonomic 
characteristics, internal dynamics, and external 
disturbances of WMRs lead to different types 
of uncertainty that make it more challenging to 
propose a perfect tracking strategy, especially over 
long distances or in complex environments (Shijin 
& Udayakumar, 2017). 

In the specialized literature, the developed 
controllers vary the linear and angular velocities of 
the robot to reduce the distance error which allows 
it to accurately follow the desired trajectory. In 
(Besseghieur et al., 2018; Obaid et al., 2016), 
researchers propose classical controllers based on 
the backstepping method by working on a non-
holonomic wheeled mobile robot. The researchers 
Cui et al. (2015) combined an adaptive controller 
based on H∞  with the backstepping technique to 
assure the stabilization and the convergence of the 
tracking error under bounded perturbations.
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Among the methods used in the control of mobile 
robots, there is the sliding mode control (SMC). 
In the research literature, this controller is known 
for its robustness against external disturbances, 
and uncertainties in the dynamic model (Binh 
et al., 2017). Nikranjbar et al. (2018) presented 
an application of the artificial potential fields in 
adapting a sliding mode control of a mobile robot 
in a dynamic environment. 

In (Qiu et al., 2019), the authors proposed a non-
compulsive, non-singular sliding mode controller 
for mobile robots. The results illustrated that the 
stability of the controller was high with a small 
tracking error. Similarly, in (Mirzaeinejad, 2019), 
an optimization-based nonlinear controller 
applied to nonholonomic wheeled mobile robots 
was presented, and a sliding mode controller 
has been proposed (Goswami & Padhy, 2018) 
for trajectory tracking in the presence of 
disturbance and sensor measurement noise. Also, 
a backstepping global fast terminal sliding mode 
controller was designed in (Truong et al., 2021) 
for finite-time tracking control of non-holonomic 
systems. In the same context, the authors Chen 
et al. (2020) designed a second-order sliding 
mode controller (SOSM) to avoid the chattering 
problem of the classical sliding mode control 
(SMC). The controller was used to solve the 
path-following problem for four-wheeled electric 
vehicles, taking into account the modeling errors 
and the complexity of driving scenarios. 

For the same reasons, an adaptative super-
twisting sliding mode control has been developed 
(Liu et al., 2020). In the sliding mode control, 
a major drawback lies in the selection of 
parameters that leads to the use of large forces in 
the reaching law which is necessary to move the 
robots and causes, for example, large spending of 
energy. To avoid this problem, several solutions 
based on intelligence methods and algorithms 
have been suggested in the specialized literature. 
In (Vijay & Jena, 2017), a sliding mode control 
adapted by an artificial neuro-fuzzy system has 
been applied to improve the robustness of the 
controller against disturbances. 

Another control based on SMC gain adaptation 
using artificial neural networks has been tested on 
a quadcopter with external disturbances in (Cibiraj 
& Varatharajan, 2017). An additional application 

of neural networks in continuous time has been 
developed in (Vázquez et al., 2016) for the path 
following of a two degrees of freedom (2-DOF) 
manipulator robot.

In (Aouf et al., 2017), the authors proposed an 
optimization of the gains of a PID controller using 
the particle swarm optimization (PSO) algorithm 
to reach the trajectory with a mobile robot. 
An adjustment of the PID controller gains for 
trajectory tracking of a quadcopter was presented 
in several works, using different optimization 
algorithms including, PSO-CS (particle swarm 
optimization-cuckoo search) (El Gmili et al., 
2019), neural network, and fuzzy-logic (El Hamidi 
et al., 2019) and Genetic algorithm (Siti et al., 
2019). Also, the authors  Shirzadeh et al. (2021) 
developed a robust adaptive sliding mode neuro-
fuzzy type 2 controller for trajectory tracking 
optimized by the ACO algorithm. 

The authors Pozna et al. (2022) presented a 
hybridization between PSO  and particle filter 
algorithms that can be applied for the tuning of 
several controller parameters which are applicable 
to trajectory tracking. In (Zhou et al., 2019), 
a sliding mode controller based on a hybrid 
grey wolf optimization was designed for robot 
trajectory tracking.

The aim of this paper is to introduce a sliding 
mode controller using the super-twisting algorithm 
to avoid the chattering phenomena. The proposed 
controller will be able to control a mobile robot 
by tracking a defined trajectory. During this 
work, an improvement of the basic algorithm 
EHO will be proposed. Then, the improved 
IEHO algorithm will increase the performance 
of EHO by enhancing its weaknesses, increasing 
its convergence speed, and its ability to find the 
optimal solution in a search space preventing any 
local minimum. After designing the controller 
based on the super-twisting sliding mode 
algorithm (STSM), the IEHO algorithm will be 
used in tuning the parameters of STSM. Indeed, 
intelligent tuning will ensure a better configuration 
of the STSM controller, and, consequently, a 
higher performance of the proposed IEHO-STSM 
controller for trajectory tracking of mobile robots. 

The remainder of this paper is organized as 
follows. Section 2 introduces the elephant herding 
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optimization algorithm (EHO). Section 3 describes 
the proposed improved IEHO algorithm.  Section 
4 presents the design of the super-twisting sliding 
mode control (STSM) for a unicycle mobile robot. 
Section 5, describes the adjustment process of the 
STSM controller by the proposed IEHO algorithm. 
Then, the results of the simulation are discussed 
in Section 6, and Section 7 concludes the paper.

2. Elephant Herding  
Optimization Algorithm

Elephant Herding Optimization (EHO), proposed 
by Wang et al. (2015) is an optimization algorithm 
that belongs to the group of swarm intelligence 
algorithms and its principle is based on the 
social behavior of elephants. Since 2015, EHO 
has been the subject of several works, including 
the research papers of El-Naggar et al. (2021), 
regarding the PID controller tuning, and of Li et 
al. (2020).

In general, the search for the optimal solution 
using optimization algorithms when solving such 
a problem requires two capabilities: the global 
search in which the algorithm explores the entire 
search space to avoid the local minimum, and 
the local search in which the algorithm searches 
for the optimal solution in small areas of the 
space. Elephant Herding Optimization is known 
for its ability to balance these two capabilities. 
Its behavior is presented as follows: a number k 
of clans compose a population of elephants, and 
each clan is guided by a leader elephant called the 
matriarch im . At each generation, a male elephant 
decides to leave its clan to live far from the other 
elephants (see Figure 1). The power of EHO lies 
in the representation of clans as a local search 
space, while the entire population represents a 
global search space. Thus, the elephants leaving 

their clans allow the algorithm to explore the 
search space. In terms of optimization, the 
fitness function has a better value presented by 
the matriarch and a worst value presented by the 
male elephants that move away from the clan. The 
procedure for implementing the EHO algorithm 
usually follows two steps:

	- the clan updating operator;

	- the separating operator.

2.1 The Clan Updating Operator

The clan updating is the first operator used in the 
EHO algorithm. Its principle is to update the position 
of each elephant ( 1, 2,...., )j j n=  in the clan 

( 1, 2,...., )ic i k=  using the following equation:

, , , ,( )
i i inew c j c j i c jx x m x rα= + −                     (1)

where , ,inew c jx and ,ic jx  are the new and the 
old positions of the elephant j  in the clan ci, 
respectively; the matriarch mi is the best solution 
in the clan ci and r is a random number between 
0 and 1. 

According to the basic idea of EHO, equation 
(1) models the idea that each elephant follows its 
matriarch with an influencing factor [ ]0,1α ∈ . The 
update of the position im  is done using equation (2) 
when ,ic jx  and im  are two equal solutions:

, , ,i inew c j center cx xβ=                                       (2)

where [ ]0,1β ∈  is an influencing factor; , icenter cx  
the center of the clan ci;xnew,ci,j

 is the new position 
of the matriarch. The , icenter cx  is calculated using 
equation (3) where 

icn  is the number of elephants 
in the clan ic .

, ,
1

1 ci

i i

i

n

center c c j
jc

x x
n =

= ∑
                                   

(3)

Figure 1. The social hierarchy of the EHO algorithm
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2.2 The Separating Operator

The separating operator simulates the phenomenon 
created by the male elephants when they leave 
their clans. Indeed, at each generation, the male 
elephant or the solution with the worst fitness 
value , iworst cx , leaves its clan and gets replaced 
by another randomly generated elephant using 
equation (4).

, min max min( 1)
iworst cx x x x r= + − +                 (4)

where [ ]0,1r ∈  is a uniform random distribution 
and maxx  and maxx  are the boundaries of the search 
space. The pseudocode of the EHO algorithm is 
shown in Table 1.

Table 1. The pseudocode of the EHO algorithm

EHO algorithm
Initialize the population 
while (t < MaxIt)
Sort all the elephants by fitness
for all ic  do
   for all elephants j in ic do
     Generate  , ,inew c jx by Equation (1)
     if  im = ,ic jx then Generate  , ,inew c jx  by      
Equation (2)
    end if; end for; end for;

for all ic  do
Replace , iworst cx in  ic by Equation (4)

end for
Evaluate the fitness 
t=t+1
end while
Return the best solution im found.

3. The Improved IEHO Algorithm

The objective of this section is to present the 
improved IEHO algorithm by developing the clan 
updating and separating operators of the EHO 
algorithm. The goal is to improve the exploration 
capacity and the convergence speed by proposing 
a good and reasonable updating process for the 
matriarch position. 

The first improvement consists in updating the 
position of mi according to the center of the clan 

, icenter cx , its current position mi , and the position 
of the best global solution mg which presents 
the position of the best matriarch among all the 
matriarchs of the population. Equation (2) becomes:

, , , 0( )
i inew c j i center c g ix m x m m R rβ= + + Γ − +   (5)

2 it
MaxIt

α =
                                              

(6)

where MaxIt  is the iteration’s maximum number 
and it  is the current iteration.

One of the weaknesses of EHO is the replacement 
of the worst elephant leaving the clan. Indeed, 
replacing this solution with a random one can 
make the algorithm converge away from the 
optimum solution, which can directly influence 
its convergence speed. To control the procedure 
of the algorithm, it will be better to replace the 
worst solution with another most promising one. 

The third improvement will be the changing of 
the replacement process of , iworst cx  (equation 
(4)) by a new one described in equation (7). 
The update of  , iworst cx  is done by taking into 
consideration the position of the best global 
solution in all clans. Table 2 presents the 
pseudocode of the IEHO algorithm.

, , , 0( )
i i iworst c worst c g worst cx x m x R r= + Γ − +      (7)

where , iworst cx is the solution with the worst 
fitness value in the clan; mg  the position of best 
matriarch among all the clans; [ ]0,1Γ ∈  and R0 
are two influence factors; [ ]0,1r ∈  is a uniform 
random distribution.

Table 2. The pseudocode of the IEHO algorithm

IEHO algorithm
Initialize the population  
 while (t < MaxIt)  
  Sort all the elephants by fitness
for all ic  do

for all elephants j in ic do
Generate  , ,inew c jx by Equation (1)

if  im = ,ic jx  then Generate  , ,inew c jx  by 
Equation (5)

    end if; end for; end for;
for all ic  do 
Replace , iworst cx in  ic by Equation (7)
end for

Evaluate the fitness 
t=t+1
end while
Return gm
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4. Super-Twisting Sliding Mode 
Control Applied to a Unicycle 
Mobile Robot

4.1 Kinematic Control of a Unicycle 
Mobile Robot

The design of the unicycle mobile robot kinematic 
controller has been made based on the model 
shown in Figure 2. The kinematic model of the 
unicycle mobile robot is described as follows:

cos sin
cossin

10

x a
u

x y a
ψ ψ

ψψ
ω

ψ

   
    
    
   

  

−
=



 

                      

(8)

Figure 2. Unicycle mobile robot structure

Based on the work carried out by Martins et al. 
(2008), the proposed kinematic control law is 
defined as:

cos sin
1 1sin cos

tanh( )

tanh( )

uref

ref a a
kxx l xd x lx
kyy l yd y ly

ψ ψ

ω ψ ψ

  
   =
   −    
 

+ 
 
 ∗
 

+ 
 
 

 

 

               

(9)

where refu  and refω  are the references of 
the linear velocity and the angular velocity, 
respectively; a is the distance between the point 
of interest and the central point of the virtual axis 
linking the traction wheels (point B); dx x x= −  and kx > 0 represent the position errors along the 
X and Y axis respectively; 0xk >  and 0yk >  are the controller gains; yl ∈  and yl ∈  are 
saturation constants; (x,y) and ( , )d dx y  are the 
current and desired coordinates of the robot 

position, respectively and ( , )d dx y   its desired 
velocities. The objective of this type of controller 
is to provide linear and angular velocity references 
for the dynamic controller (Khai et al., 2020).

4.2 Super-Twisting Sliding Mode 
Controller Design

After choosing the kinematic control law refu
and refω , as in equation (9), it is necessary to 
ensure that the robot reaches those speeds. This 
can be done by accurately choosing the inputs 
of the Rτ  and Lτ  pairs based on the mobile 
robot's dynamics. The dynamic model of a 
non-holonomic wheeled unicycle robot can be 
presented based on the Lagrange formalism, 
according to the following equation:

2
1 00 2

1
2

20 02 22
0

0
c

c

I
m

u bb
d u

I

u

I d
b

b
m u

m

ω

ω

ω

ω
ω ω

 
  + 

       =            +    
 

−  
+  

  





    

(10)

with:

1

2

R L

R L

u
u

τ τ
τ τ

= +
 = −                                            

(11)

where Rτ  and Lτ  are the input torque expressed 
in (N.m) for the Right and the Left wheels 
respectively; m is the total mass of the robot; 

cm  is the total mass of the robot's platform; I is 
the total equivalent inertia of the system; b is the 
radius of the wheel; d is the width of the robot.

The objective of the present control algorithm is to 
minimize the trajectory tracking error and improve 
the stability of the robot using the super-twisting 
algorithm as a second-order sliding mode controller, 
known for its high robustness and reduction of the 
chattering phenomena compared to the first-order 
sliding mode control (Yang et al., 2020).

4.3 Selection of a Sliding Surface

The choice of the sliding surface presented 
in equation (12) is made based on the general 
formula of the sliding surface:

11

2 1

( )
( )

( )
v ve k eS t

S t
S t e k eω ω

 +   = =   +   

∫
∫                  

(12)
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where 1k  is a positive constant; ve  and eω  are 
the errors between the speeds produced by the 
kinematic controller (desired speeds) and the real 
speeds of the robot and are presented as follows:

( ) ( )
( ) ( )

refv

ref

u t u te
e t tω ω ω

−  
=     −                                

(13)

By deriving equation (12), one obtains:

11

12

( )
( )

( )
v ve k et

t
e k et

ss s ω ω

+   
= =   +  









                      
(14)

4.4 Determination of a Control Law

The objective of this step is to find a robust 
control law to achieve the sliding mode in finite 
time. In the following, the super-twisting sliding 
mode algorithm is distinguished  by remarkable 
robustness among various control algorithms (Li 
& Peng, 2021):

1/2
2( ) ( )S sign S k sign Ss λ= −   − ∫

           
(15)

Let the differential equation of the proposed 
system be:

( ) ( , ) ( , ) ( ) ( )x t f x t g x t u t d t= + +              (16)

where (f,g) are non-linear functions; u  is the input 
of the system or the control; d is a disturbance; x 
is the state variable of the system. 

Considering that the present system is linear and 
free from any perturbation, equation (16) becomes:

1

2

( ) ( , ) ( ) ( , )
Uu

x t g x t u t g x t
Uω

  
= ⇒ =   

   





   
(17)

From equation (10), it can be found that:

2

2

2

1 02( )
( , )

0
( )

2

Ib m
bg x t

L
I db I

b

ω

ω

 
 

+ 
 =
 
 
 +
 

     

(18)

Then, one defines the functions as: 

1 2 2

2 2

1 ;2( ) ( )
2

Lg gI I db m b Ib b
ω ω

= =
+ +

           

(19)

Equation (17) becomes:

1 1

2 2

u g U
g Uω

=
 =



                                                

(20)

To find the control law ( )U t , equation (15) has been 
solved using equations (14) and (20) as follows:

1

1

1 1 1

2 2 1

1/2
2

1/2
2
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( ) ( )

( ) ( )

v v

ref v
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e k e
t
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u g U k e
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S sign S k sign S

S sign S k sign S
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ω ω
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λ

λ

+ 
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− + 
=   − + 

 −   −
 =
 −   − 

∫
∫











    

(21)

The control law obtained is presented in  
equation (22):

1

1 1/2
1 2

1

2 1/2
2 2

( )1
( ) ( )

( )1
( ) ( )

ref v

ref

u k e t
U

g S sign S k sign S
U

k e t
U

g S sign S k sign S
ω

λ

ω

λ

 + 
  =

+   −    = 
+ 

 =
+   −   

∫

∫





       

(22)

where k1, λ and k2 are strictly positive constants.

4.5 Stability Analysis

Taking the time derivative of the Lyapunov 
function as 21

2i iV S=  to ensure the finite-time 

convergence and the asymptotic stability of the 
sliding mode, the derivative of iV  with respect to 
time must be negatively defined. Using equations 
(13)-(14), the derivative of the surface S is written 
as follows: 

1 1

1 1

1 1 1 1

2 1

2 1

2 2 2 1
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 





 
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



               

(23)

Substituting equation (22) into equation (23)  
one obtains:

1/2
1 2 1

1/2
2 2 2

( ) ( )

( ) ( )

S sign S k sign S d

S sign S k sign S d

s
s

λ

λ
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∫
∫


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(24)
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By using the above equations, the Lyapunov 
function Vi can be calculated as follows: 

1 1 1

1/2
1 1 1 2 1 1

3/2
1 2 1 1 1

( ( ) ( ) )

V

S sign S k sign S d

S k S d

s s
s

s
λ

λ

=

= −   − +

= −   −  +

∫


  

(25)

2 2 2

1/2
2 2 2 2 2 2

3/2
2 2 2 2 2

( ( ) ( ) )

V

S sign S k sign S d

S k S d

s s
s

s
λ

λ

=

= −   − +

= −   −  +

∫


  

(26)

To ensure the convergence of the system to the 
sliding surface and its stability in approaching 
the origin asymptotically, iV  must be defined 
as negative. Therefore, the design parameters 
must be selected to meet the condition 0iV ≤ . 
Suppose that id  is bounded with γ . Then, 0iV ≤  
is ensured by choosing 2 0k ≤ .

5. Adaptative Super-Twisting 
Sliding Mode Control Using 
IEHO Algorithm

The controller based on the super-twisting sliding 
mode developed in the previous section (equation 
(22)) is used to keep the mobile robot on its 
trajectory. In fact, the correct operation of this 
controller requires a good choice of its parameters, 
which is not easy to achieve in a similar problem. 
In this work, the IEHO algorithm is used to adapt 
the proposed controller by determining the optimal 
parameters ( k1, λ and k2) . The IEHO algorithm 
is implemented in a search space of dimension 
D=3 (the three parameters 1,k λ  and 2k ) and for 
a maximum number of iterations equal to 60. The 
fitness function optimized by IEHO must ensure 
robust, fast, and accurate responses. That is why 
the Integral Square Error (ISE) defined by (27) is 

used to evaluate the fitness function. According 
to several research works, ISE provides better 
performance when evaluating such a controller, 
compared to other performance indices such 
as; Absolute Temporal Integral Error (ATIE), 
Absolute Integral Error (AIE), and Square 
Temporal Integral Error (STIE).

2

0

( )ISE e t dt
+∞

= ∫
                                       

(27)

The IEHO must minimize the fitness function 
expressed by : 

x yf ISE ISE= +                                        
(28)

where f is a vector that includes the integral 
square error of the robot position along ( )yy ISE
and ( )yy ISE , respectively.

The calculation of the fitness function is performed 
using the dynamic model of the simulated mobile 
robot for the period t = 63s to optimize the 
controller parameters, as shown in Figure 3.

6. Simulations and Results

In this section, simulations of the proposed 
controller have been carried out to demonstrate 
the effectiveness and the utility of tuning the 
parameters of the super-twisting sliding mode 
controller by means of the IEHO algorithm. The 
proposed IEHO-STSM adaptive controller is 
applied for a path based on scenarios. Simulations 
demonstrate the efficient use of IEHO in 
comparison with the employment of EHO, PSO, 
and GWO algorithms, by examining the trajectory 
tracking results of the various methods in the 
presence of external disturbances. All algorithms 
have been implemented in MATLAB/SIMULINK 
to search the optimal parameters for the STSM 

Figure 3. Complete control scheme for mobile robot
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controller. The parameter values used for these 
algorithms are listed in Table 3. 

Table 3. The values of the parameters for  
different algorithms

Algorithm Iterations  Specific parameters    

IEHO 60
Population Size = 400
Number of clans = 50
Г = 1.9; β = 0.4; R0 = 2

EHO 60
Population Size = 400
Number of clans = 50
α = 0.25; β = 0.4

GWO 60 Number of search agents = 400

PSO 60

Number of particles = 400
The confidence coefficients C1 = 
0.9; C2= 1.4
The inertia weight ԝ = 0.9

6.1 Reach a Fixed Point

The tests carried out in this subsection verify the 
ability of the proposed controller to enable the 
mobile robot to reach a fixed point in the presence 
of disturbances. The simulation tests evaluate the 
STSM controller adjusted by different algorithms 
using the values of the paraeters ( k1, λ and k2) 
found by each algorithm (see Table 4). 

Table 4. Values of the parameters 1,k λ  and 2k  
found by each algorithm

Algorithm  Specific parameters

IEHO
k1 = 23.740
k2 = 4.889e-04

λ = 16.843

EHO
k1 = 4.759
k2 = 0.416
λ = 3.791

GWO
k1 = 4.062
k2 = 0.0037
λ = 2.845

PSO
k1 = 4.719
k2 = 0.0033
λ = 2.829

Figure 4 shows the response of the STSM 
controller adjusted by EHO, GWO, PSO, and 
IEHO algorithms. The results show that the 
parameters found by IEHO allow the STSM 
controller to reach the fixed point with zero 
error compared to the other algorithms. The 
IEHO-STSM ensures the stability of the 

mobile robot when it reaches the fixed point. 
The controller successfully eliminates all the 
external disturbances.
  

(a) 

(b) 

Figure 4. IEHO-STSM, EHO-STSM, PSO-STSM 
and GWO-STSM for mobile robot’s reaching 

position: (a) x position; (b) y position

6.2 Trajectory Tracking

In this subsection, the simulations test the ability 
of the mobile robot to achieve and track a desired 
trajectory. To verify the stability of the proposed 
controller, external disturbances have been applied 
to the angular and linear velocities of the robot 
along its trajectory. Figure 5 and Figure 6 illustrate 
the desired trajectory tracking of the mobile robot 
when using different controllers obtained by each 
algorithm, as well as the distance error evolution 
for each type of trajectory.

Figure 5(a) and Figure 6(a) illustrate the perfect 
tracking of the desired path. From those figures, 
it can be seen that the IEHO-STSM controller 
eliminates external disturbances along the 
trajectory, better than other controllers, namely 
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EHO-STSM, PSO-STSM, and GWO-STSM 
which have an error of +0.1 m, as response  
to disturbances. 

However, the IEHO-STSM controller stays 
stable against all the disturbances and keeps the 
error between the robot’s current and desired 
trajectory to the minimum (see Figure 5(b) and 
Figure 6-(b)). These results prove the superiority 
of IEHO-STSM in trajectory tracking. Indeed, the 
IEHO algorithm adjusts the STSM controller to 
have a large capacity to reject unknown external 
or internal perturbations over several iterations 
equal to 60. In addition, several tests have 
been established which demonstrated that other 
algorithms needed more iterations as well as more 
population size to find a result equivalent to the 
one found by IEHO. This proved the higher speed 
of convergence of IEHO when compared to those 
of other methods (see Figure 7). 
 

(a) 

(b) 

Figure 5. (a) Mobile robot's trajectory tracking using 
IEHO-STSM, EHO-STSM, PSO-STSM and GWO-

STSM ; (b) The distance error evolution

 

(a) 

(b) 

Figure 6. (a) Mobile robot’s trajectory tracking using 
IEHO-STSM, EHO-STSM, PSO-STSM and GWO-

STSM; (b) The distance error evolution

Figure 7. Evolution of the fitness value
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In addition to the distance error, a computation 
of the integral square error (ISE) and the integral 
absolute error (IAE) was performed to compare 
IEHO-STSM with the other controllers. Table 5  
shows the values of ISE, IAE errors, and the 
computation time (CT) for every controller in each 
scenario. IEHO-STSM has minimal computation 
time and better performance in minimizing ISE and 
IAE errors, which confirms the superiority of the 
IEHO algorithm in finding the optimal solution over 
other algorithms. The improvement proposed in this 
work for IEHO has greatly developed the space 
exploration capability of the basic EHO algorithm, 
while the improved IEHO algorithm becomes faster 
and more precise in finding the global minimum, 
avoiding being trapped in a local minimum, as in 
the case of the  the PSO and EHO algorithms.

7. Conclusion

To solve the trajectory tracking problem of a 
mobile robot, a sliding mode controller has been 
proposed. Indeed, in this work, a super-twisting 

algorithm controller has been developed based 
on the dynamic model of a unicycle mobile robot 
to reduce the trajectory error. In addition, an 
improved IEHO algorithm has been proposed to 
extend the optimization performances of the basic 
EHO algorithm. The testing of IEHO has been 
done by employing it in tuning the parameters 
of the STSM controller. Simulation results 
show that the proposed IEHO algorithm has a 
higher convergence speed and a greater space 
exploration capacity  compared to EHO, which 
makes it a competitive algorithm for solving the 
optimization problem. Also, the same results 
prove that the proposed IEHO-STSM algorithm 
can rapidly approach the desired trajectory with 
higher precision tracking, and a great capacity to 
remove all types of disturbance, when comparing 
it to other methods.

Table 5. Table comparative based on ISE and IAE errors

Scenario Performance IEHO-STSM EHO-STSM GWO-STSM PSO-STSM

Scenario 1

CT (s) 25.53 67.28 27.63 51.84
ISEx 0.4738 0.4983 0.5343 0.5116
ISEy 0.0438 0.0578 0.0869 0.0663
IAEx 1.1387 1.8224 2.1743 1.9720
IAEy 0.3790 0.9699 1.2380 1.0907

Scenario 2

CT (s) 26.32 56.03 36.54 41.83
ISEx 0.0525 0.0827 0.1537 0.1230
ISEy 0.0600 0.0748 0.1029 0.0829
IAEx 0.4184 1.1912 1.7587 1.5889
IAEy 0.4364 1.0046 1.3819 1.1588
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